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Abstract—While several benefits of using models in software
engineering have been observed in practice, the adoption of
modeling remains low. Multiple challenges of using models,
especially related to tools, have been reported both for industrial
use and for education. However, there is a lack of systematic,
empirical investigations of the challenges in modeling educa-
tion and their relation to industrial challenges. Therefore, we
conducted a multiple-case study with two cases, in the U.S
and Sweden, focusing on students’ perceptions towards tooling
and UML in education. Our data collected from 369 student
evaluation surveys, enriched with qualitative data, shows that
the students’ perception of modeling tools depends not only
on the complexity of tools, but rather on multiple contextual
factors, including tool characteristics, scope of course and project
contents, nature of the required models, and the tools’ role
in generating executable artifacts. We conclude that there is a
need for tailoring modeling tools for education beyond focusing
on simplification and usability. Furthermore, due to the broad
diversity within the modeling domain, there is a need for adapting
the use of tools to the specific curriculum and course learning
objectives.

Keywords-UML, Model-Driven Architecture, Model-Driven
Engineering, Pedagogy.

I. INTRODUCTION

Software modeling is recommended in several computer

science and software engineering curricula [1]. Furthermore,

it has been shown that creating up front design improves the

overall quality of the software under development, and can

facilitate automatic generation of various system artifacts [2].

However, while modeling and model-driven practices such

as MDA [3] or MBE (see [4]) are widely adopted in some

domains like embedded systems [5], other communities such

as the open source and agile communities remain almost

exclusively code-centric [6]. Other studies indicate that the use

of models is low in software engineering and mainly limited

to sketches for communication and coordination [7].

Several challenges to the adoption of modeling in practice

are reported by empirical studies, e.g., that modeling is not

perceived useful enough [8] or that it is only useful for very

complex systems [7]. Additionally, it has been reported that the

adoption of model based engineering of software is hampered,

at least in part, by inadequate academic preparation of young

software engineers [9]. This is supported by evidence that

students graduate from software engineering and computer

science programs perceiving UML and model driven method-

ologies as ineffective [10].

Interestingly, industrial use of models and modeling ed-

ucation seem to be facing one common challenge, namely

tooling. Many of the reported challenges for industry adop-

tion are related to the tools used for modeling, including

inadequate usability [11], [5], interoperability [12], [5], [13],

and complexity [12], [14]. Similarly, there exists anecdotal

and empirical evidence that tooling plays a decisive role in

modeling education [15], [16], [17], [18].

Due to the challenges arising from using industrial modeling

tools in the classroom, several educators have argued for

simplified tools in education, e.g., [19], [20], [21], [15]. Others

have argued that industrial-grade modeling tools can be used

given the right support and should in fact be used in order to

address the lack of adoption in industry [17]. However, while

there is substantial anecdotal evidence, empirical evidence on

the influence of modeling tools and tool support on the stu-

dents’ perception of modeling is lacking. Therefore, existing

conclusions on the need of educational tools are likely to be

influenced, at least to some extent, by personal preconceptions,

i.e., they may suffer from confirmation or self-serving bias.

To address the lack of empirical evidence, we present in this

paper a multiple-case study with two cases focusing on tools

and their support in modeling education. We aim to answer

the following research questions.

RQ1: How do students perceive modeling tools?

RQ2: How does the course context and the use of modeling

tools influence the students’ perception of modeling?

RQ3: Compared to industrial use, what characteristics do

modeling tools need when used in education?

We collected quantitative and qualitative data from undergrad-

uate students in two courses over two years in the U.S. and

in Sweden. To minimize confirmation bias and to ensure a

balanced interpretation of the collected data, the authors of this

paper come from two different camps; proponents of simplified

modeling tools in education and opponents thereof.

The paper is organized as follows. We present a background

and related works in the next two sections. We present our

multiple-case study design in Section III. The data collected

from the multiple-case study is presented in Section IV. We

present a discussion of the results in Section V. In Section
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VI, we discuss threats to validity. We conclude the paper in

Section VII.

II. RELATED WORK

A. State of Modeling in Software Engineering Education

Computer Science and Software Engineering curricula focus

on programming and coding as the main problem-solving tool,

even though several curriculum recommendations promotes

the use of modeling [1]. Today, the majority of the curric-

ula introduce modeling and design concepts only lightly in

early courses. Model Driven Architecture (MDA) concepts are

typically introduced as advanced selective topics later in the

curriculum. In a previous work, Badreddin et al. conducted a

longitudinal study of seven Computer Science and Software

Engineering programs at four Universities [10]. The study

focused on students’ perception of modeling and MDA as they

progressed in their education from early bachelor years and to

their terminal educational degrees. Among other findings, the

study identified a consistent downward trend in perception of

MDA effectiveness in software development. Students gradu-

ate with increasing conviction that MDA is not an effective

software development methodology. This is potentially due to

the fact that overhead of model creation is not justified in the

case of small course-sized problems.

B. Educators’ Experiences

Experiences with the use of modeling tools of different

complexity and maturity, for different purposes, are a common

topic in education research.

Industry-grade tools are often described as unsuited for

education in the area of modeling. For example, Lethbridge

et al. [15] describe industry-grade tools as “unwieldy”. Sim-

ilarly, Akayama et al. [16] report from their experience that

students use language features they do not understand when

using industry-grade modeling tools. Paige et al. [18] describe

industry-grade tools as too cumbersome. While all of the above

publications are based on extensive teaching experience, they

lack empirical data that substantiate their statements.

Cabot and Kolovos [22] present their experiences1 along

with student evaluation data on two failed attempts to intro-

duce MDE to students. The authors emphasize the importance

of a first positive exposure to MDE, but also refer to several

shortcomings in tooling, such as a lack of documentation.

Liebel et al. [17] report based on evaluation data from two

years of a modeling course at the Bachelor level that industry-

grade tools can be used successfully in the classroom, given

sufficient and dedicated tool support.

How the use of tools compares to not using any tools at all

in modeling education is studied by Hammouda et al. [23],

who compare the use of modeling tools and pen and paper

modeling in education. The authors do not observe a clear

advantage for any of the two approaches.

Hence, while it is often claimed that industry-grade tools

are unsuited for education, there is lack of empirical evidence

1While the authors call it an “experiment”, they do not perform a controlled
experiment in the classical sense.

TABLE I
OVERVIEW OF EDUCATION-FOCUSED TOOLS

Tool Key Advantage

QuickUML [25] Limited features to ensure students use only features
they understand.

minimUML [26] Support for undo/redo to encourage explorative
learning.

Violet [27] Lightweight for early learners.
UMLet [21] Simple interface to facilitate fast UML models cre-

ation.
Dia [28] Simple drawing tool, easy to learn.
ArgoUML [20] Full featured to support system development.
StudentUML
[19]

Limited support for a small subset of UML.

Ideogramic UML
[29]

Support for interactive learning by transforming ges-
tures into formal UML models.

Umple [15] Textual modeling for seamless integration into OO
code.

MDELite [30] Teaching UML from a relational data base perspec-
tive.

UMLFactory UMLFactory referenced at www.UMLfactory.com is
no longer available.

yUML [31] Cloud based for sharing and collaboration.
TxtUML [32] Textual executable modeling.
WebUML [33] Web based for sharing of models.

beyond experience reports that substantiates or refutes this

claim.

C. Overview of Education-Focused Tools

The question of tool choice in education has been raised

just after the emergence of UML and its standardization.

One of the early concerns that have been raised at that

time was the adequacy of existing computing platforms for

running commercial modeling tools that had high memory

requirements [24]. Typical concerns are the complexity of

modeling tools, the steep learning curve, and the complexity

of the UML standard itself.

These concerns seem to have been a common motivation

for the majority of specialized UML tools in existence today,

despite the fact that industry is seemingly facing similar

challenges, and despite the lack of empirical evidence that

show any disadvantages of industrial modeling tools.

In Table I, we give an overview over a number of education-

focused UML modeling tools and their key advantages. We

chose these tools based on their exposure in the academic

modeling and MDE community, e.g., through existing publi-

cations.

III. METHOD

Our method is a multiple-case study with four units of

analysis. Case studies are appropriate where the object of study

is difficult to separate from its real-life context [34]. In the

case of university education, there are many factors that are

very difficult to control, if not impossible. For example, lecture

quality, students’ knowledge and preparation, social influence,

variations within students’ populations over different course

offerings, and variations in project assignments and assess-

ments.

Tool Key Advantage

QuickUML [25] Limited features to ensure students use only features
they understand.

minimUML [26] Support for undo/redo to encourage explorative
learning.

Violet [27] Lightweight for early learners.
UMLet [21] Simple interface to facilitate fast UML models cre-

ation.
Dia [28] Simple drawing tool, easy to learn.
ArgoUML [20] Full featured to support system development.
StudentUML
[19]

Limited support for a small subset of UML.

Ideogramic UML
[29]

Support for interactive learning by transforming ges-
tures into formal UML models.

Umple [15] Textual modeling for seamless integration into OO
code.

MDELite [30] Teaching UML from a relational data base perspec-
tive.

UMLFactory UMLFactory referenced at www.UMLfactory.com is
no longer available.

yUML [31] Cloud based for sharing and collaboration.
TxtUML [32] Textual executable modeling.
WebUML [33] Web based for sharing of models.
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Fig. 1. Case study design

We conducted a multiple-case study with two cases and

four units of analysis according to the classification in [35].

The cases are two third-year courses on software modeling

and design, one conducted in the USA and one in Sweden.

The four units of analysis (UoA) are the different years in

which the course was run. In the US case, the course was

run once with Umple [15] as a modeling tool and once

with Papyrus [36]. In the Sweden case, two course runs with

Papyrus were studied, once with dedicated tool support and

once without. Both cases contained a group project with a

final presentation. However, group sizes varied from three

to four students in the US case, and up to eight students

in the Sweden case. The course lasted 15 weeks in the US

case and 8 weeks in the Sweden case. Otherwise, conditions

were similar over the different units of analysis. For both

cases, quantitative data and qualitative data were collected.

Quantitative data are collected by means of anonymous and

voluntary questionnaires conducted towards the end of the

course. Qualitative data is collected by means of one-on-

one follow-up questions, and from the end of term course

evaluations.

A. Case Context

In both cases, we applied constructive alignment [37]. That

is, our students apply more than 80% of the material covered

during lectures in their projects2. Also, the students create

both behavioral and structural models. The final deliverables

must include a running system. This course design ensures

that the students receive some level of automated feedback on

their models, e.g., using code generation or executable models,

that helps them to understand implications of designs they

have created. When choosing a project topic, we did consider

realistic topics from industry, as suggested by [18]. However,

2Other content being guest lectures or motivation material not directly
related to the project.

we ultimately decided against an industrial project topic due

to time constraints and to lower complexity. We instead

prescribed a topic with minimum requirements. Students are

then required to extend the topic by conducting requirements

elicitation, analysis and design.

B. Data Collection

We collected quantitative3 and qualitative data through a

paper-based questionnaire at the end of the course, in order to

ensure that students’ responses are based on their experiences

with modeling and the assigned tool. Participation was both

voluntary and anonymous. In total, we collected 38 evaluation

surveys in UoA 1, 39 in UoA 2, 151 in UoA 3 and 141 in UoA

4. The following two subsections describe the quantitative and

qualitative data collected.

1) Quantitative Data: Anonymous questionnaires were dis-

tributed to students towards the end of the course. In all four

UoAs, students were asked to rate their agreement to the

following core questions.

Q1. <Tool> can be useful for modeling a large and complex

system.

Q2. The use of <Tool> affected our project positively.

Q3. It was easy to learn <Tool>.

Q4. UML can be useful for modeling a large and complex

system.

Q5. I observed benefits of creating models of our system prior

to writing the code.

Q6. The advantages of modeling outweigh the creation effort

of the models.

Each question had 5-scale Likert choices: Strongly Agree,

Agree, Neutral, Disagree, Strongly Disagree, and Don’t know.

Missing and Don’t know answers are excluded from the graphs

in the following.

2) Qualitative Data: Qualitative data was collected from

open-ended questions and additional comments space provided

in the questionnaires and, in the US case, from one-on-one

discussions and interviews with students related to UML or

the tool. Students voluntarily opted for the post-questionnaire

interviews, by either writing their email addresses, or by

showing up at pre-set scheduled time during the last two weeks

of the semester. Additional qualitative data was collected from

end of term course evaluations. We coded the qualitative data

loosely following a grounded-theory approach [38].

IV. RESULTS

In this section, we present the quantitative data results for

both cases. The results are presented as follows. For each case,

data for both its units of analysis are presented together. Data

is presented under two classification; tool related data and

UML related data. Qualitative data are used for interpreting

the results in Section V.

3The quantitative raw data is published at http://grischaliebel.de/data/
research/LBH-MBE-edu.zip
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Fig. 2. Tool’s usefulness for creating large systems (Case I)

A. Case I: The US Case

In this case, students were instructed to use a modeling tool

to implement their project (Umple [15] in UoA 1 and Papyrus

[36] in UoA 2). They could choose from a list of pre-defined

topics, e.g., a university registration system or a canal lock

system. Students were instructed to create structural models

(class diagrams) and behavioral models (state machines), and

provide implementations of actions using Java. The project

high-level requirements were presented in week two of the

courses. Students presented their project design and imple-

mentation in week fourteen of the course, and submitted a

final project report in week fifteen.

Students were presented with a demonstration of the tool

by the course instructor, and were provided with optional two

hands-on lab sessions given by the course teaching assistant.

1) Tool Data: We asked the students to rate their agreement

to three statements regarding the use of the tool (Umple in

UoA 1 and Papyrus in UoA 2), as discussed in Section III-B.

The results are depicted in Fig. 2, Fig. 3, and Fig. 4.

In UoA 1, the students’ views regarding the usefulness of

the tool are somewhat balanced, with 40% of the students

agreeing that Umple is useful for the development of large and

complex systems and 46% disagreeing. In UoA 2, the view

is significantly worse. Here, only 3.4% agree that Papyrus is

effective for large and complex systems and 86% disagree.

There is a clear endorsement for Umple in UoA 1 regarding

its impact on the project, with 65% agreeing that the tool

affected their project positively and about 20% disagreeing.

In UoA 2, the picture is similar to the previous question.

Only 10% agree that Papyrus had a positive effect, while 81%

disagree.

In UoA 1, 65% agree and 19% disagree that Umple is easy

to learn. The view in UoA 2 is again more negative, with 39%

agreeing and 48% disagreeing that Papyrus is easy to learn.

2) UML Data: We asked the students to rate their agree-

ment to three statements regarding the UML, as discussion

Section III-B. The results are depicted in Fig. 5, Fig. 6, and

Fig. 7.

About 60% of students agree in UoA 1 that UML is useful

for large and complex systems, while only 18% disagree. In

UoA 2, this picture changes considerably to only 21% agreeing

and 68% disagreeing.

Fig. 3. Tool influence (Case I)

Fig. 4. Easiness to learn tool (Case I)

Fig. 5. UML’s usefulness for creating large systems (Case I)

Similarly, the view on benefits of creating models prior to

writing code is almost mirrored in UoA 1 and UoA 2. While

78% agree that creating models before coding is effective and

22% disagree in UoA 1, only 30% agree and 59% disagree in

UoA 2.

Compared to the previous two questions, the students’ view

does not change significantly between UoA 1 and UoA 2

regarding the modeling trade-off. In UoA 1, 21% agree that

the advantages of modeling outweigh the creation effort, and

about 64% disagree. In UoA 2, the picture is only slightly

more negative with 13% agreeing and 70% disagreeing.

Overall, one observes that in UoA 1 the students clearly see

the benefit of UML, but are somewhat sceptical regarding the

effort involved. In UoA 2, this picture is changed completely

towards a rather negative view of UML and modeling.
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Fig. 6. Benefits of modeling (Case I)

Fig. 7. Modeling tradeoff (Case I)

B. Case II: The Sweden Case

In this case, students used Papyrus to realize an 8-week

project. During this project, students created in project groups

several structural and behavioral UML models on different

abstraction levels, e.g., domain models for the purpose of

communication, class diagrams for design, or state machine

diagrams to illustrate use cases. From the class diagrams, the

students generated code using the Eclipse Modeling Frame-

work [39] code generation capabilities and implemented a

number of central use cases. All students are required to model

and implement a hotel booking system, but only very vague

requirements were stated initially, which the groups then had

to refine and enrich with further features and/or requirements.

Student groups had to attend weekly compulsory supervision

sessions with an assigned supervisor.

Papyrus was introduced in two dedicated lectures, which

were also recorded so that students could later re-watch the

presentations. In UoA 3, one dedicated teacher knowledgeable

in Papyrus and the course material provided dedicated support

via email. In UoA 4, this additional support was not available

due to a different allocation of teaching hours.

The results of the survey are presented in the following,

separately for the three questions targeting Papyrus and those

targeting UML.

1) Tool Data: We asked the students to rate their agreement

to three statements regarding the use of Papyrus, namely the

tool’s effectiveness for development of large and complex

systems (Fig. 8), the tool’s usefulness in this specific project

(Fig. 9), and how easy it was to learn the tool (Fig. 10).

Fig. 8. Tool’s usefulness for creating large systems (Case II)

Fig. 9. Tool influence (Case II)

The students’ view of the usefulness of Papyrus to develop

large and complex systems is different in the two UoAs. In

UoA 3, about 15% strongly agree and 22% agree that Papyrus

is useful for this purpose. In UoA 4, a similar proportion of

students generally agree to the statement, but the percentage of

students strongly agreeing is lower than in UoA 4 (only 6.4%

strongly agree and 32.6% agree). Similarly, the percentage of

students strongly disagreeing to the statement has increased

by 2% to now 12.8%.

In UoA 3, there is no agreement among the students as to

how useful Papyrus was for the project (31% (strongly) agree

that it was useful, 25% (strongly) disagree). A much clearer

picture can be seen for the statements in UoA 4, with 49%

(strongly) disagreeing and only 17% (strongly) agreeing.

While not as strong as for the previous question, the picture

for how easy it was to learn Papyrus is similar. In UoA 3, the

students’ evaluation is balanced with 29% (strongly) agreeing

that it was easy and 33% (strongly) disagreeing. In UoA 4,

this view has changed to the negative with only 11% (strongly)

agreeing and 44% (strongly) disagreeing.

2) UML Data: The students’ picture of UML is consider-

ably more positive than their picture of Papyrus. We asked the

students to rate their agreement to three statements regarding

the UML, namely UML’s usefulness for development of large

and complex systems (Fig. 11), the benefit of creating models

prior to coding (Fig. 12), and the tradeoff between modeling

benefit and effort (Fig. 13).

In UoA 3, 86% of students agree that UML is useful

for large and complex systems and only 1% of the students
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Fig. 10. Easiness to learn tool (Case II)

Fig. 11. UML’s usefulness for creating large systems (Case II)

Fig. 12. Benefits of modeling (Case II)

disagree. In UoA 4, the agreement increases to 89% of the

students (strongly) agreeing that UML is useful for modeling

a large and complex system.

Similar figures can be observed with respect to the benefits

of creating models. In UoA 3, 87% agree that creating models

before writing code was beneficial and not a single student

disagrees. The same proportion of students agrees to the

statement in UoA 4, but 3.5% disagree.

While still extremely positive, the views on the tradeoff

between effort and benefit of modeling are slightly lower. In

UoA 3, 69% agree that the advantages of modeling outweigh

the creation effort, with only 4% disagreeing. Similarly, in

UoA 4 66% (strongly) agree, but 11.3% disagree.

Overall, the evaluations of the UML statements can be seen

as a rather strong endorsement of UML, especially given the

balanced or negative evaluations of Papyrus. In particular, it is

extremely interesting to observe that the evaluation of UML

Fig. 13. Modeling tradeoff (Case II)

remains largely unchanged compared to UoA 3, despite the

strong decline in the Papyrus evaluations.

V. OBSERVATIONS AND ANALYSIS

In this section, we provide observations and analysis of the

entire data sets collected from both cases, including all four

units of analysis. The observations and analysis are based on

both quantitative and qualitative data sets. We then summarize

this discussion in terms of our three research questions.

A. Model Based Engineering versus Model Driven Engineer-
ing

Both MBE and MDA involve creation and manipulation of

models that abstract the system under development. However,

in MDA, the focus is on system development and code

generation. As such, models must have precise semantics

to aid in code generation (as well as other artifacts such

as test cases). In Case I where the focus was primarily on

system development, two factors came into play; 1) tool choice

and 2) overhead incurred to create and manage models. Our

findings suggest that to support teaching of MDA effectively,

the tool must support only a subset of UML with unambiguous

semantics, and one that contributes directly to generating

executable artifacts (code and tests). This could explain why

Umple’s overall perception was higher than Papyrus. In this

context, students perceive UML as key in its support for

code generation. Consequently, UML perception is greatly

influenced by perception of effectiveness of the generated

artifacts.

In Case II, the students’ tasks involved, in addition to code

generation, also modeling of requirements, analysis and design

on a less formal level. As such, code generation becomes

a secondary goal. This is where students tend to perceive

UML more favourably. In fact, students’ perception of the tool

and UML are both positive when more informal modeling is

involved. This finding is also consistent with a recent analysis

of software engineering programs that demonstrates positive

perception of UML when used for informal requirement

gathering and analysis [10]. Hence, one possible conclusion re-

sulting from this observation is that to improve students’ view

of modeling, a mix of informal and formal modeling should

be included. Furthermore, as already discussed by Börstler

et al. [1] in 2012, what is taught in modeling courses still
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differs greatly. As a result of this, researchers and educators

should take great care in explaining their course context when

publishing or discussing software modeling. As common terms

in the area such as MDE or MBE can be ambiguous, a possible

way to discuss course content could be the initial taxonomy

of what is taught by Kuzniarz and Börstler [40].

B. Project Domain

In Case I, the project domain was familiar to students, to

promote the focus on the system design and implementation.

The problem domain and requirements were given, or assumed

by the students. In Case II, only a vague problem description

was given to the students, who then were required to define

the domain and the requirements themselves. As such, there

was initially a focus on exploration and understanding of the

problem domain. This seems to have a positive impact on

the students’ perception of UML in general. As can be seen

in the quantitative data, the UML perception of the students

is very high in both UoA 3 and UoA 4. Additionally, the

qualitative data supports this observation. For example, several

students reported that UML is useful in defining requirements

and achieving a common understanding of the problem within

the project group.

This observation ties into the discussion on whether or not

realistic problems should be used in student modeling projects.

While Paige et al. [18] argue that realistic project topics are

important to motivate students, we here (and earlier in [17])

take the standpoint that this imposes unnecessary complexity

on students. However, the above observation suggests that the

topic should encourage students to explore and gain further

insights through the use of models. Hence, the topic needs to

contain some uncertainty and complexity.

Finally, the suitability of the modeling tool(s) for the given

project domain and scope might clearly have an influence

on the students’ perception. Clearly, a general-purpose UML

modeling tool such as Papyrus is more suited in a project

that includes the entire development chain including project

scoping, requirements analysis, design, and code generation

and implementation. In contrast, Umple might have been more

suitable for a narrow project scope as in Case I, where the

focus is on code generation and design models. Hence, it could

be that the suitability of the tools in Case I for the given project

has a larger impact on the students’ perception than the tool

quality, e.g., with respect to usability, itself.

C. Delivering a Working System and Support for Round-Trip
Engineering

To develop a complete system, collaboratively, implies that

models and code must be interchanged frequently. In UoA

2, the code generation facilities used by the students did

not support effective re-generation and the students had to

implement their own workarounds to avoid overwriting of their

code in the face of changes in the design. Students would

store code artifacts in separate files, and merge after iterative

forward engineering (generating skeleton code from models).

This seems to have significantly hampered the students’ per-

ception of UML and the tooling. In contrast, Umple, as used

in UoA 1, tends to merge both model and code in a single

artifact, significantly easing the need for forward and reverse

engineering. This could explain the large differences in UML

perception between UoA 1 and UoA 2.

In Case II, the students used the code generation facilities

of EMF. While these are less than ideal for generating code

from UML models, there is support for re-generation and

protected regions in the code. Therefore, there is no need

for workarounds to protect existing, hand-written code. This

could explain why the students’ view of Papyrus is much

more positive compared to UoA 2. Additionally, we can tell

from comments in the surveys that in Case II, several students

appreciated the added value from re-generation after they had

understood and mastered the process. This shows that while

the tool does not need to be easy from the beginning, it has

to provide the students with (perceived) added value by the

end of their project. Otherwise, students may perceive it as

cumbersome, and an obstacle in their way of being more

effective.

D. Expert and Dedicated Tool Support

Dedicated tool support seems to have a substantial impact

on students’ overall perception. This can be observed in

the comparison of UoA3 and UoA4. In UoA 3, there was

dedicated support for Papyrus and code generation in Papyrus,

including videos that students could watch repeatedly. The

tool evaluation is consequently balanced, which could be seen

favourably given the complexity of the tool and of code

generation. More importantly, the change from UoA 3 to UoA

4 is statistically significant (p < 0.01 for all questions, Mann-

Whitney U test [41]) in all three tool questions. Additionally,

the dedicated support was emphasized in the qualitative eval-

uation data by a large amount of students in UoA 3. Given

that the only change between the UoAs is the amount of tool

support, this is a rather interesting result. It is essential to

point out here that the tool support was in Case II given by

a teacher within the course, not by the tool vendor or the

community. As we dicsuss already in [17], we regard this as

essential in order to give the students the right support for the

given project. In fact, it could explain Cabot and Kolovos’ [22]

negative experience with tool support, as they seem to have

relied mainly on the tool vendors in their study on teaching

MDE.

Interestingly, the UML evaluation is consistent in the two

UoAs and seemingly unaffected by the support. Given this

result, it could be reasoned that the tool support is not

detrimental, as the perception of UML -which is the part the

learning outcome relates to- remains unchanged. However, if

the support is insufficient, students might never reach the point

of mastery where the tool provides added value, as discussed

in the previous section. Additionally, we believe that a negative

view of the tool might seriously hamper the students’ learning,

as discussed in the following section.
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E. Students’ Perception, Feedback, and Learning Outcomes

In two out of four UoAs, the tool evaluations can be viewed

as being negative, in one UoA the tool evaluation is balanced

and only in UoA 1 the tool evaluation is truly positive. This

observation together with Hammouda et al.’s findings that

there is no significant difference between using a tool and

using just pen and paper for modeling [23] raises the question

whether tools should at all be used in modeling education.

As two of the co-authors of this paper already discussed in

[17], we believe that code generation is an important aspect

of teaching modeling. The reason for this is that students

receive automated feedback on their models, which helps them

relate to their model using an artifact they are already familiar

with, namely source code. This kind of feedback positively

affects the learning outcomes, which could not be satisfactory

achieved using a pen and paper.

The interesting question is then why the students perceive

the tools negatively, especially for code generation purposes,

even though we know from observations and from education

literature that feedback supports learning. One explanation is

that the tool exposes a lack of knowledge, or deficiencies in

the model under development. If the students make mistakes

in their models that they later use for code generation, the

tool exposes this directly and immediately. In contrast, for

imprecise models, there is much less feedback. Possibly, this

leads to a feeling of knowledge’ [42], a feeling that they

understood the model, while they actually did not. Feeling of

knowledge is often linked to situations where we think we can

answer a question because it looks familiar or contains several

familiar terms [42]. In the case of modeling, it might be that

the students are familiar enough with the diagram types, e.g.,

through lectures, that they believe their solution is good. If this

explanation is in fact valid, this would be a strong argument

to use tools that provide automated feedback in modeling

education, even if it results in negative perceptions.

Another possible explanation is the kind of feedback pro-

vided by modeling tools. In the case of Papyrus, the feedback

students receive is often in the form of errors during design or

code generation. However, we can observe that our students

dislike this kind of feedback, an observation supported by

Weaver [43] for written feedback. Similarly, several studies

show that negative feedback in programming environments,

e.g., compiler errors, heavily affect self-motivation and other

important factors in students’ learning, e.g., [44], [45], [46].

At the same time, motivation has been shown to have a

significant effect on programming learning [47]. Hence, if

the modeling tools affect motivation in a negative way due

to the nature of feedback provided, this could have profound

effects on learning. Therefore, it is valuable to investigate the

use of more encouraging feedback customized particularly for

modeling education, similar to approaches used in program-

ming education, e.g., in [48]. While this can take the form of

specialized modeling tools, it could also be related to the form

of exercises performed by the students, e.g., using the extreme

apprenticeship method proposed by Vihavainen et al. [49].

The nature of modeling feedback, or lack thereof, could

explain why the perception of Umple in UoA 1 was uniquely

positive (even when the UML data was not). Umple’s feedback

is based on errors found in the generated Java code. As

students are familiar with Java errors and as Umple shows the

errors usually in relation to the originating modeling elements,

students are able to fix them with ease.

F. Summary

Summarizing the discussion, we can answer our three

research questions as follows.

As discussed in related work on modeling education, mod-

eling tools are often perceived as cumbersome by students

(RQ1). However, our data shows that this perception is highly

related to several factors. First, the tool support given in the

course and how closely this support relates to the students’

projects is of importance, as clearly seen in Case II. Secondly,

it plays an important role whether or not the models created by

students have to be formal, e.g., to allow for code generation.

If formal models are required, this can lower the students’

perceptions substantially. This suggests that when teaching

modeling, there should be a balance between informal and

formal models, without a focus solely on code generation.

Finally, we observe that if formal models are used for code

generation or other models transformations, the effectiveness

of the resulting artifacts is important. If students clearly see

that the process of transforming models into code supports

their work even if this requires getting used to the process

of doing so, it will positively affect their perception of the

tools. If they instead feel like it is only an obstacle, they will

perceive the tools as cumbersome and ultimately as a burden.

With respect to the students’ perception of modeling, we

observe that the course context the use of modeling tools

plays a key role (RQ2). The use of informal models in Case

II positively affected the students’ perception of modeling,

even to the extent that the perception of the modeling tool

was secondary. In contrast, a strong focus on code generation

in Case II seemingly affect the students’ view of modeling

negatively. Therefore, we need to distinguish in more detail

what we mean by modeling education and to investigate in

greater depth how we can support students and convey the

material better in the different approaches.

Finally, there is a large overlap between modeling tool

perception in industry and in education (RQ3). For example,

usability is named in many studies that investigate modeling

tools in industry, e.g., in [11], [5], as well as in modeling

education, e.g., in [15], [16], [17], [18]. Similarly, it is a re-

occuring topic in our own data. However, we also observe

several differences in the perceptions of modeling tools. While

characteristics such as interoperability [5], [12], [50], handling

large models [13], or organisational aspects [51] play key roles

in industry, this is not the case in education. For example,

interoperability or handling large models play a minor role as

students rarely work on projects complex enough to include

multiple tools or modeling languages. In contrast, other tool

characteristics are relevant. For example, we observed in our
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study the need for positive feedback to motivate students.

Similarly, code generation and model transformation facilities

might not need to be as powerful as for industrial use, but

rather quick and effective for small-scale projects.

VI. VALIDITY THREATS

In the following, we discuss the threats to validity in our

case study and countermeasures we took to reduce them.

We follow the categorization by Runeson et al. into External
Validity, Internal Validity, Construct Validity and Reliability
[34].

A. External Validity

By design, case studies have a very limited external validity,

stemming from a lack of control and from the fact that a

topic is studied within its context. Therefore, we cannot claim

that our findings extend beyond the studied cases. Instead,

we try to describe the case context as detailed as possible, in

order to allow readers to understand our environment and to

decide whether or not the findings might generalize to their

own education context.

B. Internal Validity

The students in our two cases come from a variety of

different cultural backgrounds. This could influence the way

they answer evaluation questionnaires. For example, the low

hierarchy in Scandinavian society could mean that these

students are more likely to voice concerns or annoyances in

anonymous questionnaires. Similarly, students from another

background might be overly positive or negative with their

assessment. We believe that the collection of qualitative data

in addition to quantitative data helps us to lower this threat, as

we could use the feedback to evaluate our research questions

using concrete suggestions in contrast to a score only.

C. Construct Validity

To avoid bias, we used identical questionnaires within each

case. Additionally, the questionnaires across the two cases are

close to identical, with only minor differences in phrasing.

For example, in the US case the students were asked how

useful the respective tool was for the project, while in the

Swedish case the students were asked how the tool affected

their project. While this might affect the outcome, we believe

that other factors, such as the background and the teachers,

will likely have a much stronger impact on the outcome. Still,

this threat cannot be ruled out entirely.

D. Reliability

As discussed in the internal and construct validity sections,

the results are most likely to some extent dependent on the

student samples (and their backgrounds) and the teachers

giving the course. While we cannot influence the students’

characteristics, we try to make the course content as transpar-

ent as possible in order to enable replication and reproduction

of our study. In particular, the introduction lectures to Papyrus

in the Swedish case are available as screen casts online4.

Similarly, the questions we asked the students are discussed

in Section III-B and thus transparent.

VII. CONCLUSION

In this paper, we characterize some of the challenges and

opportunities in modeling education using a case study method

with two cases, one course on MDA in the US and one course

on MBE in Sweden. We focused on students’ perceptions of

tools and modeling in general, supported by both qualitative

and qualitative data.
We observe that students’ perception of modeling effec-

tiveness is influenced by multiple factors. One key finding in

this work that students’ perception tends to be more negative

when the tool provides negative feedback, such as compiler

errors in the generated code. Therefore, modeling tools tailored

for education should consider to include positive feedback

mechanisms, such as proposing improvements. While it might

also be possible to not provide any feedback, this could

lead to a ’feeling of knowledge’ instead of actual modeling

knowledge. A second finding is that the students perception

of modeling seems to be more positive when informal models

for early and ambiguous tasks such as requirements analysis

or elicitation are part of the course content. If the projects

are mainly focusing on generating executable system artifacts,

models must be precise and have unambiguous semantics in

order to support generation. As such, underlying tools require

details and precise models, and can usually expose immediate

deficiencies in the models. While this often frustrates students

and can significantly hamper their perception of the tool, it

could significantly improve learning outcomes. As such, con-

structive education-tailored feedback becomes instrumental.
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