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Abstract—Misclassification of bug reports inevitably sacrifices the performance of bug prediction models. Manual examinations can help reduce the noise but bring a heavy burden for developers instead. In this paper, we propose a hybrid approach by combining both text mining and data mining techniques of bug report data to automate the prediction process. The first stage leverages text mining techniques to analyze the summary parts of bug reports and classifies them into three levels of probability. The extracted features and some other structured features of bug reports are then fed into the machine learner in the second stage. Data grafting techniques are employed to bridge the two stages. Comparative experiments with previous studies on the same data—three large-scale open source projects—consistently achieve a reasonable enhancement (from 81.7\% to 81.7\%, 73.9\% to 80.2\% and 87.4\% to 93.7\%, respectively) over their best results in terms of overall performance. Additional comparative empirical experiments on other two popular open source repositories confirm the findings and demonstrate the benefits of our approach.

I. INTRODUCTION

Recent years have witnessed a booming interest in predicting various aspects of software defects—such as number, locations, or severity—based on the data collected from repositories \cite{1}, \cite{2}, \cite{3}, \cite{4}. With the aim of reliably identifying those defects efficiently, and thus reducing the overall maintenance cost, many statistical models have been developed in the literature \cite{5}. Generally, such models rely on the historical information to make predictions. Among many information sources, bug tracking systems (BTS) are of particular importance due to the richness of defect information as well as the broad application in practice \cite{6}.

However, bug reports kept in the BTS, as in their general sense, could also document perfective or adaptive maintenance concerns apart from real (corrective) bug descriptions. As observed by Antoniol et al. \cite{7} and others \cite{8}, \cite{9}, a considerable amount of files marked as defective actually never had a bug (false positive). Since an accurate/high-quality data set is always the prerequisite of any effective empirical analysis, the misclassification of bug reports inevitably introduces bias, and thus hampers the prediction performance, making the results doubtful or even misleading \cite{8}, \cite{10}. A close examination of the documents so as to identify the real bug reports is not only necessary but also fundamental to the validity of those prediction efforts. Manual classification can help reduce the noise, however, when the number of reports grows large, the associated time and additional costs make it an impractical option. Therefore, an automated mechanism to tell whether or not a given bug report is corrective would be much preferable to augment productivity.

Antoniol et al. \cite{7} investigated the automatic classification of bug reports by utilizing conventional text mining techniques, which demonstrated the feasibility. However, the work only considered the description part (free text) of the reports. Typical bug reports are actually semi-structured documents consisting of a fixed set of attributes as well as informal narrations. The contents of description (including discussions) and summary parts are indeed unstructured free texts written in natural languages, or even computer-generated stack traces. Nevertheless, the other fields usually have finite or well-defined values, for example, severity, priority, component, keywords, etc., and these fields form the structural aspect of the documents. Therefore, the reports exhibit a mixed characteristic as illustrated in Figure 1.

Surprisingly, very few prior works have formally addressed the implication of incorporating those factors onto the classification results. To some extent, works such as \cite{3}, \cite{11}, \cite{12}, \cite{13}, \cite{14} have started to look into the relation of unstructured texts and some selected fields. We argue that this structural information is a valuable asset and its inclusion can contribute to better bug prediction models \cite{15}, \cite{16}.

In this paper, we want to answer the question of whether or not a given bug report is a corrective one through a hybrid approach combining both text mining and data mining techniques. In contrast to purely mining textual descriptions \cite{7}, we also consider the structural information with the aim of improving the prediction accuracy. We conduct an extensive empirical study on a collection of more than 3,200 bug reports.

Fig. 1. Bug report fields illustration
randomly selected from five large open source projects to validate our approach. Overall, our work makes the following contributions:

1) We identify the benefits of incorporating multiple fields of bug reports to predict corrective ones. To the best of our knowledge, this is the first empirical study on combining several different kinds of feature sources besides ordinary textual information (descriptions, discussions, summaries, etc.) from bug reports to predict whether or not they are corrective.

2) We propose a hybrid approach which allows for a composition of models suitable for information sources of different nature. It is essentially open and independent of any specific mining algorithms. Bug reports from five large open source projects are studied, three of which are the same as those in [7], i.e., Mozilla, Eclipse, JBoss. The comparative study confirms the performance improvement by our approach.

3) We use our approach to analyze the bug reports from two other well-known open source projects, i.e., Firefox, OpenFOAM. On one hand, the examination result confirms the findings of existing reports [8], [9] on the presence of a considerable portion of noise; on the other hand, across all the five cases, the experimental result again indicates the feasibility of our approach in terms of performance improvement over the underlying individual classification models.

The remainder of the paper is organized as follows: Section II introduces some background on bug reports and relevant mining techniques. Section III presents a detailed account of our approach. The experiments with performance evaluation are explained in Section IV followed by a discussion in Section V. Related works are discussed in Section VI; Section VII presents our conclusions.

II. BACKGROUND

Bug reports are managed by BTS and filed by either software testers or end users. A good bug report is supposed to contain detailed information of a bug in order to reproduce it. Generally, bug reports include a fixed set of fields, for example, the date and time when a bug is found, long descriptions and one-line summary of the symptoms, the bug’s severity and priority as perceived by the reporter and the product component where the defect occurs etc. When a bug report is submitted, a triager would examine the content and determine whether it is valid and who should work on it. Basically, if a report has been confirmed and verified, its status gets changed to NEW. Once a developer has started to work on it, the status gets changed to ASSIGNED and finally reaches RESOLVED or CLOSED. Since reporters usually have different levels of experience and knowledge about the underlying software, the submitted reports are of various quality. As reported in [17], well-written bug reports are likely to get more attention among developers than poorly written ones.

Text classification relates with the process of assigning predefined categories to a document [18]. It can be regarded as a mapping \( f \) from a set of categories \( C = \{c_1, ..., c_n\}, (|c| \geq 2) \) to a set of documents \( D = \{d_1, ..., d_n\} \) resulting in a Boolean decision matrix.

In the value matrix, if more than one value in each column are allowed to be \( true \), it’s often called multi-label classification; while the case in which exactly one value in each column can be assigned to be \( true \) is called single-label classification. A special case in single-label classification, in which there are exactly two categories, i.e., \( C = \{c_1, c_2\} \), is defined as binary classification, and otherwise as multi-class classification [19]. In our study, we need to tell whether or not a given bug report is a corrective one, i.e., bug or non-bug, so it belongs to the binary classification problem.

Preprocessing is a critical step in text classification, giving rise to a relative canonical representation of textual descriptions. A typical preprocessing phase usually consists of the following steps: tokenization, stop word removal and stemming. Tokenization is the process of splitting a text document into a stream of words by removing all punctuation marks and by replacing tabs and other non-text characters by single white spaces [20]. A collection of words are extracted from the raw documents afterwards. However, many of the frequently used words—such as propositions, conjunctions and articles—are actually used for grammatical soundness, instead of conveying content information and these words are termed as stop words. Since the stop words occur too often to contribute to the differentiation across documents, in most cases, they are removed from the set of words obtained after tokenization. Stemming maps related words to their same basic form, and thus the indexing size of words can be considerably reduced. For example, the words “modifications,” “modifies,” “modified,” and “modify” can all be reduced to the same root “modif”.

Given a set of classifiers, some would yield the better result over the others, but the sets of misclassified patterns of each would not necessarily overlap. This suggests that different classifiers potentially offer complementary information about the patterns to be classified which could be harnessed to improve the performance of the selected classifier [21]. Thus, the combination of classifiers can possibly get better performance than the individual. Generally, there are two application scenarios of classifier ensembles. In the first scenario, all the classifiers use the same representation of the input pattern; and in the second, each classifier uses its own representation of the input pattern [21]. Since in our case the bug reports are of mixed characteristics in terms of structuredness, our study fits the second scenario.

III. APPROACH

Our approach consists of the following steps:

1) The first stage uses the summary part of each bug report and classifies it into discrete levels of being a corrective report. The classification is pursued via certain text mining algorithms. In our study, we use Multinomial Naive Bayes Classifier and define three levels of possibilities, i.e., \{high, middle, low\}. The output levels are regarded as the extracted features from these unstructured texts.

2) The second stage uses a sub-set of the structured features of each bug report together with the extracted features from Stage 1. These features and their
concrete values are fed into a machine learner to compute a prediction that can then be analyzed. In our study, we use Bayesian Net Classifier as the machine learner.

3) Data grafting bridges the two stages. It collects the output of the first text classifier, locates the corresponding bug report archived in the repository, and merges it with other selected features from the same report. The output of data grafting is the input of the machine learner in the second stage.

We use supervised learning in each of the two stages, which means the instances are manually pre-labeled. Each stage is explained in detail below. Figure 2 gives an overview of our approach.

A. Stage 1 – Classifying the summary part

In this stage, the main concern is to classify the textual part of bug reports. Basically, there are two main information sources in the form of free texts: summary and description. In [22], Ko et al. conduct a linguistic analysis on how people describe software problems in bug reports and conclude that one-line summary (title) have almost the same basic content with long descriptions and can be relatively accurately parsed. In a subsequent work, Lamkanfi et al. [3] confirm the findings via an extensive empirical study. Indeed, the summary distills the same information into a one-line sentence by omitting unnecessary details. This difference directly affects automated analysis. Since the description tends to be much longer, the information becomes scattered and more difficult to be extracted. This results in a degradation of performance of automated prediction models relying on it. Therefore, in our approach, we only consider the summary part.

Instead of directly giving the answer of yes or no, we classify the summaries into three levels of likelihood of being a corrective one, i.e., \{high, middle, low\}. The reason is to mimic the manual inspection process. As during the manual examination, we frequently encounter some reports which are rather difficult to tell their category based on the summary part.

For example, in OpenFOAM1 BTS, the summary of report ID #249 says “solution of reactingFoam is strongly dependent on time step size”, and in Firefox2 BTS, the summary of report ID #330061 says that “Allow only one Places window”. It is ambiguous without resorting to other information and thus could be either a feature request/enhancement or a defect in both cases.

To manually classify these summaries, we adopt the heuristics of classification proposed in [8] but with moderate changes. In [8], Herzig et al. list six categories of bug reports, i.e., \{BUG, RFE, IMPR, DOC, REFA, OTHER\} which clearly distinguish the kind of maintenance work required to resolve the task. Since a fine-grained classification of bug reports is beyond the scope of this paper, we are more interested in a binary classification, i.e., Bug and Nonbug. Therefore, we group the rest categories enumerated in [8] except for BUG into a single category Nonbug. In addition, we limit the information domain solely within the Summary part in this stage. The first three authors inspected the summaries, and rated their possibility independently. If a summary clearly fits the rule of Bug or Nonbug, it is labeled as high or low, respectively. If it is ambiguous or hard to decide, it is labeled as middle. To make the final decision and resolve the conflicts, a majority-vote mechanism is used [7]. A rare case is that each inspector assigns a different value to the same summary. Such kind of conflicts are resolved by discussions until a consensus is achieved. Although, these labels are simply meaningless symbols in the sense of text classification, they can be regarded as the confidence index for the final classification.

Preprocessing the summaries includes tokenization, stopwords removal and stemming. Firstly, these summaries are split into sets of words separated by whitespace characters, such as a space/tabular/return, or punctuation (tokenization). Secondly, the meaningless stop-words, such as “an” or “the” are removed to reduce the index space (stop-word removal). Thirdly, the set of words are again reduced to their root form (stemming). We utilize the APIs of Analyzer component in Lucene3 to facilitate the preprocessing. Afterwards, the remaining words are all lowercase.

The obtained terms can then be loaded into a text classifier. Among the many, Naive Bayes is perhaps the most popular model of probabilistic classifiers [23]. The assumption that any two coordinates of the document vector are statistically independent of each other makes it a simplistic yet effective choice in real applications of categorization [20]. A variety of work leverage the model [7], [24], [25], [9], [3], [26]. Without loss of generality, in our approach, we use a Multinomial Naive Bayes Classifier in the first stage.

Based on Multinomial Naive Bayes model, in our case the probability of a summary \(s\) being in the category \(c \in \{\text{high}, \text{middle}, \text{low}\}\) is computed as:

\[
P(c | s) = P(c) \prod_{1 \leq k \leq n_s} P(t_k | c)
\]  

\(P(t_k | c)\) is the conditional probability of term \(t_k\) occurring in a bug report of category \(c\). \(n_s\) is the number of meaningful tokens in \(s\) and \(P(c)\) is the prior probability of an issue report occurring in category \(c\).

For example, in OpenFOAM BTS, the summary of report ID #71 is “Utility crashes on wedge symmetry axis”, the term \(utility\), \(crash\), \(wedg\), \(symmetri\), \(axi\) after preprocessing, with \(n_s = 5\). We estimate \(P(c)\) and \(P(t_k | c)\) from the training set and the estimated values are denoted as \(P(c)\) and \(P(t_k | c)\) respectively. The conditional probability \(P(t_k | c)\) can be estimated by the frequency of the term \(t_k\) in the summary belonging to category \(c\): \(P(t_k | c) = T_{ct}/(\sum_{c' \in C V T_{cs}})\) where \(T_{ct}\) is the number of occurrences of \(t_k\) in the training set from category \(c\), and multiple occurrences in a summary are counted [27]. Based on these formulae, we can calculate the conditional probabilities of each category given the summary in the above example as follows:

\[
P(c_k | s) = P(c_k) \cdot P(\text{util} | c_k) \cdot P(\text{crash} | c_k) \cdot P(\text{wedg} | c_k) \cdot P(\text{symmetri} | c_k) \cdot P(\text{axi} | c_k), \text{where } c_k \in \{\text{high}, \text{middle}, \text{low}\}.
\]

1http://www.openfoam.org/
2www.mozilla.org/en-US/firefox
3https://lucene.apache.org/
The classifier assigns the summary \( s \) to the category \( c_k \) whose result is the highest among the three. We use WEKA [28] tool-set to automate the frequency and probability calculation.

**B. Stage 2 – Machine learning**

The summary has already been discretized into predefined three levels, together with the other selected fields of bug reports. In Stage 2, the instances can be fed into ordinary machine learners tuned for structured data. Particularly, we use Bayesian Network Classifier due to its effectiveness in capturing the underlying causality. Different from the assumption of feature independency made by Naive Bayes Models, Bayesian Network Classifier admits the dependency and expresses the relation via a conditional probability. This can be leveraged to model the feature correlations of bug reports as identified in the literature, such as [11], [29], [3], [12], [13], [14], to name a few.

Bayesian Network has two basic elements. One is a directed acyclic graphical structure with the nodes of variables and arcs of relations. The other is the conditional probability table associated with each node in the model graph. The table represents the conditional probability distribution of the associated graph nodes. Based on the Bayesian probability inference, the conditional probability can be estimated from the statistical data and propagated along the links of the network structure to the target label. Given a category set \( C = \{c_1, \ldots, c_m\} \) and a set of variable values \( E = \{e_1, e_2, \ldots, e_n\} \), the final probability can be calculated as follows and regarded as the indicator of the final decision.

\[
P(c_j | \bar{E}) = \frac{P(\bar{E} | c_j) 	imes P(c_j)}{\sum_{i=1}^{m} P(\bar{E} | e_i) 	imes P(e_i)} \quad (j = 1, 2, \ldots, m) \quad (2)
\]

According to the basic statistical theory, the joint probability of \( \bar{E} \) can be calculated by the production of local distributions with its parent nodes, i.e.,

\[
P(\bar{E}) = \prod_{i=1}^{n} P(e_i | \text{ParentOf}(e_i)) \quad (3)
\]

If \( e_i \) has no parent nodes, \( P(e_i | \text{ParentOf}(e_i)) \) is equal to \( P(e_i) \). In our approach, the structure rendering and probability table generation from training sets can be automated through WEKA. Particularly, we use the built-in SimulatedAnnealing algorithm, and the SimpleEstimator algorithm as the threshold control [28].

**C. Data grafting**

In Stage 1, the input is the vectors of pre-processed terms of summary part (with pre-labelled possibility for supervised learning), and the output is the levels of possibility; while the input of Stage 2 is the set of features both of the other fields as well as the extracted feature from the previous stage.

There can be a format mismatch between the output of the first stage and the input of the second stage. We propose a technique, called data grafting, to smooth the linkage of the two stages. The linkage of the data is not so straightforward as its first glance. During the text classification stage, the report ID is not included into the classifier, yet the only input is the instances with lists of stemmed terms, as well as the pre-labelled levels (from supervised learning). Therefore, we need to track the partition strategy of instances for training and prediction in WEKA and merge the results with other features from the corresponding reports. We assume the partition is based on the \( n \)-fold strategy which is commonly used in practice. The grafting technique is given in Algorithm 1.

The input to the algorithm is the instance set with full features where summaries have been preprocessed (with a predefined label of ‘possibility’ for training), and the output is the instance set updated with the predicted ‘possibility’, i.e., the required format of the second stage.

After \( n \)-fold partitioning based on a given strategy (Line 3), we incorporate WEKA’s classification APIs to initialize the classifier (Line 4). During the iteration of each partition, we extract the required features from the original instances (Line 8-9) and set the target classification index (Line 10-11). Then we train the classifier based on the partition (Line 12). After that, each instance in the partition is predicted and the result values are stored and used to update the test partition (Line 13-16). Finally, the updated test partition is merged with the returned instance set (Line 17). Thus the identification of the corresponding instances is realized through the array index values of the input instance set and the extracted instance set.

![Fig. 2. Approach overview](image-url)
IV. EXPERIMENTS

To evaluate our approach, we collected more than 3,200 samples randomly from five large open source projects. Across all the projects, these samples are labelled manually. Firstly, the summary parts are analyzed alone and their likelihood to be a corrective bug report is rated by the individual inspectors. Then other fields are taken into consideration and the final decision is made; a majority-vote is taken to resolve the possible conflicts. These samples are divided into training set and testing set based on the 10-fold cross validation method. In the following, we describe the experimental settings, the performance metrics, and the evaluation results in sequence.

A. Setup

Table I summarizes the bug report information used in our experiments. Since the original data set of the baseline work [7] was unavailable to us and still to be consistent, we used the same repositories, i.e., Mozilla, Eclipse, and JBoss. In addition, the number of our samples are at a similar quantity level (actually, we deliberately collect a bit more to make the classification more stable and thus the comparison more reliable). The other two cases, i.e., Firefox and OpenFOAM, are also included to demonstrate the broader feasibility of our approach. Four out of the five projects use Bugzilla (or its variants); the other one uses Mantis. Across all the five cases, we only consider those reports in RESOLVED or CLOSED status to avoid duplicates, and preclude those bug reports that are automatically generated and submitted, which is the same strategy used in [7].

Our analysis considers multiple fields of a given bug report, i.e., textual summary, severity, priority, component, assignee, reporter. As aforementioned, the textual summary part has been processed in the first stage, and the extracted features are combined with the rest and fed into the classifier in the second stage. The parsing, extraction and combination of the dataset are done automatically through programs. We use Multinomial Naive Bayes text classifier in Stage 1 and Bayesian Network classifier in Stage 2. The WEKA version employed in our experiments is 3.7.11.

B. Metrics

In [7], Antoniol et al. use the evaluation criteria from information retrieval metrics. As we need a way of measuring the performance of our approach and compare with previous models, we are interested in the precision and recall rates. Using these two metrics as evaluation criteria is a common procedure in related work and the areas of both information retrieval and statistics.

Precision is used to measure the exactness of the prediction set, while recall evaluates the completeness. Precision and recall can be expressed mathematically:

\[
\text{precision} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalsePositives}}
\]

\[
\text{recall} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}}
\]

Based on the precision and recall, we can calculate the F-measure as below, which denotes the balance and discrepancy between precision and recall.

\[
F\text{-}\text{measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

To give an overall performance evaluation, we use the weighted average value of F-measure of both categories by the proportions of instances there are in that category. Equation 7 describes the formula to derive the average F-measure, where the average F-measure is denoted as \( f-m_{\text{avg}} \), F-measure of bug (nonbug) as \( f-m_{\text{bug}} (f-m_{\text{nonbug}}) \), and number of bug (nonbug) as \( n_{\text{bug}} (n_{\text{nonbug}}) \).

\[
f-m_{\text{avg}} = \frac{n_{\text{bug}} \times f-m_{\text{bug}} + n_{\text{nonbug}} \times f-m_{\text{nonbug}}}{n_{\text{bug}} + n_{\text{nonbug}}}
\]
approach. The first experiment is to compare with the baseline work [7] and conducted on the reports from the same three projects; the second one is to compare with the performance of individual classifiers in each stage with their corresponding features; and the third one is also to compare with the performance of a single classifier but with all the relevant features. The last two experiments are conducted on the reports from all the five projects.

1) Experiment 1: We follow the same experimental settings described in Antoniol et al.’s paper. To make the comparison as objective as possible, we use the same classification algorithm (Naive Bayes, ADTree, Logistic regression), the same preprocessing technique (tokenization and stemming, but no stop-word removal), the same attribute selection strategy (symmetric uncertainty) and parameters (20-50-100 features), and the same validation method (10-fold cross validation).

Table II compares the experimental results based on the approach presented in [7] with that of our approach. There are two cases for the feature selection in [7]. In the first case, the top 20 features recommended by the symmetric uncertainty method are selected for Mozilla and Eclipse, and 50 features for JBoss; while in the second case, the top 50 features are selected for Mozilla and Eclipse, and 100 features for JBoss. Since more features are included in the second case, the results are generally better with a slight exception for JBoss. In the baseline work, the reported best results are derived from the logistic regression model. We faithfully repeated the experiments. For space limitations, the values of the other two classification models, i.e., ADTree and Naive Bayes, are not included.

From the table we can see that our approach consistently outperforms the baseline work across all the three projects in terms of the weighted average F-measure, namely 4.3% in Mozilla, 6.3% in Eclipse, and 6.3% in JBoss. Figure 3 illustrates the comparison. Although the value of the absolute increase is not impressive, if we take the high base value into consideration, the enhancement is still satisfying, since there is limited allowable improvement space left in the case study. Particularly in the case of JBoss, we improve the weighted average f-measure of bug from 0.898 to 0.952 and of nonbug from 0.831 to 0.910. These results indicate that our approach is highly applicable in practice.

2) Experiment 2: Our approach essentially is a hybrid of prediction models (or classifiers), with each suitable for input features of different nature. We need to answer the question of whether or not the combination of the underlying models performs better than the individual ones. To evaluate the feasibility as well as the generalizability, we also include another two large open source projects in our experiments, i.e., Firefox and OpenFOAM. From now on in the paper, we consider all the five cases. Since we combine Multinomial Naive Bayes model and the Bayesian Net model, we need to evaluate the performance of these two underlying models with the corresponding input features. Concretely speaking, for Multinomial Naive Bayes, the input is the solely textual part of the report; for Bayesian Net, the input is the rest features without the ‘possibility’ level extracted from the textual part.

The performance results of the component models are given in Part (b) of Table III; while the results of our approach are given in Part(a). From the table, we can see, as to these individual models, that neither one consistently performs better than the other in the sense of weighted average of f-measure across these five cases. Concretely, we have increased the performance from 73.8% to 81.7% for Mozilla, from 76.6% to 80.2% for Eclipse, from 85.8% to 93.7% for JBoss, from 73.1% to 79.5% for Firefox, and from 82.9% to 85.9% for OpenFOAM. Moreover, either for bug or for nonbug per se, our model outperforms the best of them in any of the cases. The comparison of weighted average f-measure is described by Figure 4.

Fig. 5. Comparison in Experiment 3
3) Experiment 3: In the previous experiment, we split the features based on their structuredness and feed them into corresponding models. The separation leads to an incomplete information source to the individual models and thus possibly results in the degradation, making the performance incomparable with ours. Therefore it is reasonable to compare to other models but with complete information. In Experiment 3, we mix all the relevant features, both structured and unstructured parts of the bug reports and regard them as holistic text input to a single classifier.

To be consistent with the textual classification stage of our approach, we also use Multinomial Naive Bayes model as the comparative target classifier with the same parameters as set in our approach in the experiment. The result is given in Part (c) of Table III. From the table, we can see that our approach still performs better. Concretely, we have increased the weighted average f-measure from 78.3% to 81.7% for Mozilla, from 76.7% to 80.2% for Eclipse, from 84.6% to 93.7% for JBoss, from 72.8% to 79.5% for Firefox, and from 79.8% to 85.9% for OpenFOAM. Figure 5 illustrates the comparison results. Again, either for bug or nonbug per se, our approach also outperforms the single model with holistic text input in terms of f-measure.

In addition, combined with Part (b) of Table II, we can observe that the inclusion of all features into a solely textual Multinomial Bayes classifier outperforms that of only-description parts in the cases of Mozilla and Eclipse, but this does not hold in the case of JBoss. Likewise, comparing Part (c) with Part (b) of Table III, the classifier with all features only has the advantage over those with incomplete features.
in the cases of Mozilla and Eclipse. But the advantage does not exist in the rest three cases. This leads to the hypothesis that the inclusion of all features does not necessarily generate better prediction results against a sub-set of certain features. The reason is that not all features are created equal and it suggests that some less important features can be discarded until optimal classification performance is reached. This ‘less is more’ phenomenon somehow coincides with the findings in [30] and indicates interesting research questions, but a detailed investigation is out the scope of this paper.

V. DISCUSSION

Although the reports are under the name of “bug”, the term is actually misused widely. Recent empirical studies already reveal a notable amount of bug reports are actually non-relevant with bugs [8], [9]. As a minor contribution of our paper, we complement and confirm their findings with more cases. All the five cases are not included in their work. Indeed, the reports are randomly selected and non-bug reports account for around 34 percentage in total. Therefore, the implicit assumption that these bug reports are all about software defects is not true. Should this assumption be invalidated, the effectiveness of the proposed approaches relying on it might be violated. To mitigate the problem, we present a novel approach by combining classifiers to automatically identifying whether a given report is bug-relevant or not. The bug reports generally have two parts which have different nature. Our approach allows for a composition of prediction models of with each model tuned for the characteristics of underlying data. A suite of comparison experiments demonstrate the feasibility and effectiveness of our approach\(^8\). Despite the fact that in the first stage, the classification of textual parts brings additional cost compared with single models, we alleviate the problem by utilizing summary part only to reduce the effort and the data grafting algorithm to link with the second stage automatically.

In our approach, we follow the general text pre-processing steps, i.e., tokenization, stop-word removal and stemming. However, in the baseline work, Antoniol et al. explicitly mention that stop-word removal step is omitted. Thus in the first experiment, we prepare the input accordingly. But we also test their models’ performance with the removal of common stop-words. To our surprise, the results are nearly the same. After examination, we find the reason is that they use symmetric uncertainty attribute selection method. The inclusion of stop-words does not affect much the top 20 or 50 feature list.

In the evaluation part, we use the weighted average f-measure across the three experiments as a comprehensive indicator for the performance, taking f-measures of both buggy reports and non-bug reports into consideration based on their proportion. Since computing the average can be sometimes misleading. For example, class one has 100 instances and we achieve a f-measure of 30\%, and class two has 1 instance and we achieve f-measure of 100\%. When taking the average, we get 65\%, and actually inflate the f-measure. But the weighted average is around 30.7\%, which is much more realistic measure of the performance of the classifier. In our cases, since non-bug reports have less portion compared with bug reports, they contribute less to the overall average value.

---

\(^8\)The experimental data have been uploaded and can be retrieved at: http://moon.nju.edu.cn/twiki/pub/ICSatNJU/YuZhou/data.zip

---

**Threats to Validity.** In this part, we discuss some potential threats to the validity of our experiment based on the guidelines proposed in [31].

**A. Construct Validity:** This aspect reflects to what extent the operational measures represent what is investigated according to the research questions. In our paper, we try to answer the question of whether or not a given bug report is a corrective one through a hybrid approach combining both text mining and data mining techniques. We solely rely on the information sources from typical bug reports—consisting of both structured and unstructured textual fields, without resorting to other information, for example, change logs, source code snippets, etc. We combine two classifiers according to the different characteristics of the underlying fields, and train them to make predictions. Although the original datasets of the baseline work are unavailable, we choose the same projects and faithfully repeat their experiments. On the one hand, we use the comprehensive weighted average F-measure to evaluate our approach and make comparisons; on the other hand, we also compare the F-measure values of both buggy and non-buggy reports.

**B. Internal Validity:** This aspect of validity concerns whether the causal relation are properly demonstrated. In our approach, the included fields of bug reports are frequently reported relevant in the literature, for example, textual parts, severity fields, priority levels, etc. [26], [3], [11], [12], [13]. Another concern of this aspect is the potential bias introduced in the data set. As studied in [32], selection bias is a prevalent problem in software engineering research. Although we follow the general heuristics [8] in the field to manually classify them, and use simple majority-vote to resolve the conflicts, it is inevitable that the manual classification introduces partial subjectivity in our approach. However, we attempted to alleviate this problem by applying an independent inspection strategy by each examiner and the majority-vote mechanism to resolve conflicts.

**C. External Validity:** This aspect of validity relates to the generalizability issues of the results on the datasets other than those studied in the experiments. We deliberately include two more cases with two different kinds of BTS besides the three essential cases studied in the baseline work. As far as these five cases are concerned, our approach indeed outperforms other individual classifiers as illustrated in our experiment suite. But like other empirical studies, we cannot guarantee that such advantage still holds in other projects. Particularly, all the five cases studied belong to the open source software category, and open source data can differ quite a lot from proprietary software data. Thus we do not know whether other proprietary bug reports share similar characteristics. Nevertheless, we can say that our hybrid model is actually a framework, basically open and not bound to any particular classifiers. Despite the fact that we leveraged Multinomial Naive Bayes Network classifier and Bayesian Network classifier for explanation purpose, new models with better performance for each stage can be integrated into our approach. Another issue is about the number of bug reports collected from projects. More instances generally promise more stable performance [3]. As argued in the baseline work, a sample size of 600 issues was sufficient to ensure a confidence level of 95\% percent and a confidence interval of 10\% for precision and recall in the context of the
study [7]. Accordingly, we controlled the sample size at the similar quantity level but deliberately included more in our paper.

D. Reliability: This aspect is concerned with to what extent the data and the analysis are dependent on the specific researchers. During our manual preparation of experiments, we need to collect a golden set for study. Since submitters of bug reports are of various quality, the examination process highly depends on the expertise of reviewers. We omitted the computer-generated bug reports as well as those with inconsistent fields to mitigate the problem. Our tool support is mainly from WEKA—a widely used software suite for data mining. The algorithm of data grafting has been tested against the manually merging results.

VI. RELATED WORK

Antoniol et al. [7] first address the misclassification problem of bug reports and demonstrate the feasibility of classifying textual descriptions to automatically differentiate between them. Pingclasai et al. later propose an alternative approach to classifying the bug reports based on topic modeling [33]. Both consider the textual parts only. Kim et al [9] recognize the pervasive existence of noise in current data collection process and study the effect of these noises on the prediction models. Herzig et al. [8] manually examine more than 7000 issue reports, give a fine-grained classification and analyze the misclassification implications of these reports on earlier studies, but they do not provide the automated classification support. Textual classification techniques have also been employed to classify software microblogs [34], tag recommendation [35].

Apart from the work on binary classification of bug reports, a number of research have been conducted to predict other properties. For example, Lamkanfi et al. [3] propose a text mining based approach to automatically predict the severity of a bug report. Similarly, Menzies et al. [11] present a method named SEVERIS to assist developers in assigning severity levels to bug reports. Both of them solely consider the textual descriptions of the bug reports. But their work demonstrate the correlations between these parts. Moreover, textual descriptions are also leveraged to detect duplicate bug reports [36], [37], to facilitate bug triage [26], [38], to predict the time [1], [39] or the effort to fix a bug [40]. But most of the aforementioned work only consider the information in the textual part of bug reports.

Some work also combine other sources apart from bug reports to facilitate the prediction task. For example, in [41], Wang et al. leverages the execution information to find the most similar bugs. In [42], Matter et al. use the similarity between a given bug report and source code changes to facilitate bug triage. The main difference of such kind from ours is that we only consider the information available in bug reports.

Only a few work study the implication on the inclusion of multiple factors in bug reports or multiple dimensions in bug repositories. Their results indicate a positive gain in terms of performance. Examples include [12], [43], [16]. In [12], Shihab et al. combine the dimensions of work habits, bug reports, bug fix and team. Based on these dimensions they create decision trees to predict whether a bug will be re-opened or not. In [43], Sun et al. fully utilize the information available in a bug report including not only the textual content, but also the non-textual fields, such as product, component, version, etc. to detect duplicate bug reports. In [16], Tian et al. extract multiple factors, such as temporal, textual, author, related-report, severity, and product, and propose a new classification model to predict the priority levels of a given bug reports. Although the underlying idea is similar with us, we differ in both the problem target and the approaches. As far as we know, very few prior work, if any at all, have ever proposed the combination of models to classify bug reports.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented a hybrid approach of combining text mining and data mining techniques of bug report data to identify corrective bug reports. This way we reduce the noise of misclassification (i.e., filtering bug reports that are not corrective) and support better performance of bug prediction. Our work is essentially a multi-stage classification approach—a particular kind of ensemble learning techniques [44]—composed by a set of specific learning algorithms with the aim of outperforming the constituent individual ones. This also brings broad opportunities to apply other kinds of similar techniques into the classification problem in future. We validated our approach with an empirical study of five open source projects, compared it with the baseline work, and with the underlying individual classifiers in three experiments.

Although more case studies and a larger corpus of samples would certainly help to substantiate whether our approach consistently outperforms the underlying individual classification algorithms, our approach is not dependent on any particular algorithm. It is inherently open and those new algorithms can thus be integrated into our framework. For example, better textual classifiers can substitute Multinomial Naive Bayes classifier used in our approach. To the best of our knowledge, this is the first work on the combination of classifiers in bug report prediction. In future work, we plan to investigate how many training examples are needed in each stage to give stable prediction results and theoretically analyze to what extent the combination of separate models can enhance the overall performance given the performance of the individual ones, as well as the noise resistance ability of our approach.
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