Abstract—Software systems continue to play an increasingly important role in our daily lives, making the quality of software systems an extremely important issue. Therefore, a significant amount of recent research focused on the prioritization of software quality assurance efforts. One line of work that has been receiving an increasing amount of attention is Software Defect Prediction (SDP), where predictions are made to determine where future defects might appear. Our survey showed that in the past decade, more than 100 papers were published on SDP. Nevertheless, the practical adoption of SDP to date is limited.

In this paper, I highlight the findings of my thesis, which identifies the challenges that hinder the adoption of SDP in practice. These challenges include the fact that the majority of SDP research rarely considers the impact of defects when performing their predictions, seldom provides guidance on how to use the SDP results, and is too reactive and defect-centric in nature. Therefore, I propose approaches that tackle these challenges. First, I present approaches that predict high-impact defects. Our approaches illustrate how SDP research can be tailored to consider the impact of defects when making their predictions. Second, I present approaches that simplify SDP models so they can be easily understood and illustrate how these simple models can be used to assist practitioners in prioritizing the creation of unit tests in large software systems. These approaches show how SDP research can provide guidance to practitioners using SDP. Then, I argue that organizations are interested in proactive risk management, which covers more than just defects. For example, risky changes may not introduce defects but they could delay the release of projects. Therefore, I present an approach that predicts risky changes, illustrating how SDP can be more encompassing (i.e., by predicting risk, not only defects) and proactive (i.e., by predicting changes before they are incorporated into the code base). Finally, I present a number of avenues for future research and discuss several lessons learned during the PhD degree process.

I. INTRODUCTION

Software systems are becoming increasingly complex and are being used in everything from mobile devices to space shuttles. The increasing importance and complexity of software systems in our daily lives makes their quality a critical, yet extremely difficult issue to address. The US National Institute of Standards and Technology (NIST) estimated that software faults and failures cost the US economy $59.5 billion a year [1]. Other studies show that an average Fortune 100 company maintains 35 million lines of code and that this amount of maintained code is expected to double every 7 years [19]. Software Quality Assurance (SQA), i.e., the set of activities that ensure software meets a specific quality level, is one area that takes up a large amount of this maintenance effort [9].

Therefore, a significant amount of recent research has focused on the prioritization of SQA efforts. One line of work that has been receiving increasing amounts of attention recently is Software Defect Prediction (SDP), where code and/or repository data (i.e., recorded data about the development process) is used to predict where defects might appear in the future (e.g., [18], [36]). In fact my literature review [25] shows that in the past decade more than 100 papers were published on SDP alone.

Nevertheless, the adoption of software engineering research, especially SDP, in practice has been a challenge [6], [9], [24]. My thesis hypothesized that the limited adoption of SDP is attributed to the fact that most SDP studies are not designed with a pragmatic view in mind [16], [31]. This hypothesis is supported through prior work and numerous discussions with software engineering practitioners from a large software company where I spent 1.5 years as a SQA specialist and one year as an embedded SQA researcher. Based on an extensive literature review of SDP research in the past decade, I observe that the following challenges play a key role in the limited adoption of SDP in practice:

1) **Rarely consider the impact of defects**: SDP research rarely considers the impact of defects when providing recommendations of software locations that should be addressed [4], [17]. This makes the SDP approaches less effective since, for example, a documentation defects tend to have far less impact than security defects.

2) **Seldom provide guidance for use of results in practice**: Very few SDP studies focus on what to do once the predictions are made. Practitioners are left with no guidance on how to make use of SDP results [9], [16].

In addition, the majority of SDP approaches are reactive in nature and only focus on predicting defects, i.e., they assume that defects are already in the code and flag code that these defects might exist in. However, organizations are interested in managing risk, which covers more than just defects. For example, risky changes may not introduce defects but they could delay the release of projects, and/or negatively impact customer satisfaction. At the same time, it would be ideal to proactively flag risky code and address it before is injected into the code base. I believe that proactive approaches that predict risky changes are needed [12].

To improve the adoption of SDP in practice, in my thesis, I propose approaches that demonstrate how prior SDP research can be tailored to deal with the aforementioned challenges.
(i.e., considering the impact of defects and providing guidance on how to use the results), making SDP more pragmatic. The thesis contains three main parts, two parts focus on each of the two aforementioned challenges. The third part proposes an approach that demonstrates how SDP research can be more encompassing and proactive. Furthermore, I detail avenues for future work that can improve the adoption of SDP in practice. Finally, I discuss some insights on what did and did not work during the PhD process.

The rest of the paper is organized as follows. Section II presents the thesis contributions. Section III summarizes the contributions of the thesis. Section IV identifies several avenues for future work. Section V shares some insights on the PhD process.

II. THESIS CONTRIBUTIONS

The main contributions of the thesis are divided into three parts. Each part focuses on tackling a specific challenge of SDP. It is important to note that when evaluating the different approaches presented in my thesis, I follow an empirical approach which requires access to historical data. Ideally, I would like to evaluate each approach on both, data from commercial and data from open source systems. However, this can be extremely difficult since some systems (e.g., commercial projects) have specific data that open source systems might not have. On the other hand, open source systems are more likely to share their data, whereas, data for commercial systems can be difficult to obtain (for confidentiality reasons). Therefore, I did my best to evaluate each approach presented in the thesis on as many projects as possible, however, some approaches are evaluated only on commercial systems while other approaches are evaluated only on open source systems.

Before presenting the thesis contributions, it is important to note that the thesis provides background on SDP and surveys the state-of-the-art in SDP. However, due to space limitations, this survey is omitted and interested readers are encouraged to read the survey in [25], Chapter 2.

A. Part 1: Considering Impact of Defects

A large body of prior work focuses on predicting post-release defects in open source and commercial systems [5], [18], [21], [35], [36]. One of the main reasons for the limited adoption of prior SDP research in practice is that even though they show promising accuracy results, all defects are considered to have the same negative impact. This is not realistic, because, for example, documentation defects tend to have far less impact than security defects. Therefore, I believe that there is a need for SDP approaches to consider impact when making their predictions [4], [17]. In this part, I present approaches that focus on predicting the highest-impacting defects. I consider three possible definitions of high-impact defects: breakages (defects that occur in functionality that customers are used to), surprises (defects that occur in locations where practitioners did not expect) and re-opened defects (defects that have to be fixed more than once). My work illustrates how SDP approaches can be tailored to consider the impact of defects.

1) Studying and Predicting Breakage and Surprise Defects: The relationship between various software-related phenomena (e.g., code complexity) and post-release software defects has been thoroughly examined [5], [18], [21], [35], [36]. However, to date these predictions have limited adoption in practice. The most commonly cited reason is that the prediction identifies too much code to review without distinguishing the impact of these defects. In this chapter, I aim to address this challenge by focusing on high-impact defects for customers and practitioners. Customers are highly impacted by defects that break pre-existing functionality (breakage defects), whereas practitioners are caught off-guard by defects in files that had relatively few pre-release changes (surprise defects) [32].

I perform an empirical study on a large commercial software system to study and predict high-impact defects. I mine the project’s repositories and extract a number of factors related to code and process, factors related to co-changes and factors related to time pressures. I present models that can effectively identify files containing breakage and surprise defects. In addition, I perform analysis to identify and quantify the effect of the various factors on the likelihood of a file containing a breakage or surprise defect.

Our study addresses a number of research questions such as Can we effectively predict which files will have breakage/surprise defects? Which factors are important for the breakage/surprise defect prediction models? and How much effort savings do specialized models that focus on breakage/surprise defect provide over state-of-the-art models?. The main recommendations based on the findings of the work on breakage and surprise defects are:

- Practitioners need to consider both, breakage and surprise defects, separately since they are rare, unique and different. Surprise defects have high severity and indicate problems in the requirements.
- Using specialized defect prediction models can effectively predict breakage and surprise defects, yielding sizeable effort savings (3.3% for breakages and 30% for surprise defects.) over using simple post-release defect prediction models.
- Traditional defect prediction factors (i.e., the number of pre-release defects and file size) are good predictors of breakage defects. However, the number of co-changed files, the size of recently co-changed files and the time since the last change should be used to predict surprise defects.

2) Studying and Predicting Re-opened Defects: Defect fixing accounts for a large amount of the software maintenance resources. Generally, defects are reported, fixed, verified and closed. However, in some cases defects have to be re-opened. Re-opened defects increase maintenance costs, degrade the overall user-perceived quality of the software and lead to unnecessary rework by practitioners.

Therefore, I study and predict re-opened defects through a case study on three large open source projects – namely Eclipse, Apache and OpenOffice. I build prediction models that effectively predict re-opened defects [23], [27]. Then, I
analyze the prediction models to determine which factors are the most important indicators of whether or not a defect will be re-opened. In particular, I ask two main research questions: Which factors indicate, with high probability, that a defect will be re-opened? and Can we accurately predict whether a defect will be re-opened using the extracted factors? The main recommendations based on the findings of the work on re-opened defects are:

- The occurrence of re-opened defects should be minimized since they take considerably longer to resolve.
- Practitioners can leverage decision tree prediction models to accurately predict re-opened defects. Predicting re-opened defects in three different projects, I was able to achieve a precision between 49.9-78.3% and a recall in the range of 72.6-93.5%.
- The factors that best indicate re-opened bugs vary based on the project. The comment text is the most important factor for the Eclipse and OpenOffice projects, while the last status is the most important one for Apache. All of these factors can be extracted from the bug reports.

B. Part 2: Making Use of SDP Results

Most SDP research today provides black-box type of models, i.e., a list of defect-prone software locations is given without any explanation as to why. This makes it difficult to understand why these models are making their predictions. To make prediction models easier to understand, I present an approach that simplifies prediction models. In addition, I present an approach to prioritize the creation of unit tests in large software systems (i.e., which parts of the code we should write unit tests for) to show how SDP results can be applied in practice (i.e., applying SDP to determine the most defect-prone functions so they can have unit tests created for them).

1) Simplifying and Understanding SDP Models: Research studying the quality of software applications continues to grow rapidly with researchers building regression models that combine a large number of factors. However, these prediction models are hard to deploy in practice due to the cost associated with collecting all the needed factors, the complexity of the models and the black box nature of the models. For example, techniques such as Principle Component Analysis (PCA) are commonly used to merge a large number of factors into composite factors that are no longer easy to explain.

I use a statistical approach recently proposed by Cataldo et al. to create and operationalize explainable regression models [30]. In addition, I show that the approach is able to quantify the impact of the used factors in a prediction model on the likelihood of finding post-release defects. Finally, I demonstrate that the simple models achieve comparable performance over more complex PCA-based models while providing practitioners with intuitive explanations on how to make use of the results. The main recommendations based on the findings of the work on simplifying and understanding SDP models are:

- Practitioners should use a small number of metrics in their prediction models since it makes the prediction models simple and easy to understand.
- Using a small number of metrics can achieve prediction and explanatory powers similar to more complex models. On a case study using the Eclipse project, using 3 or 4 metrics achieves precision and recall values that are comparable to more complex models that use 34 metrics.

2) Prioritizing the Creation of Unit Tests: One major challenge of SDP research is that it does not provide any guidance on how to make use of their results. I believe that this challenge is due to the fact that this SDP work is not designed with a specific scenario in mind.

I use factors extracted from the development history of software projects to build simple SDP models that prioritize the creation of unit tests [28], [29]. The approach is different from traditional SDP studies in that it performs its predictions at the function level and it takes into consideration the effort required to create the unit tests. This approach illustrates how software development and testing managers can leverage SDP to efficiently allocate their limited SQA resources. The main recommendations based on the findings of the work on the prioritization and creation of unit tests are:

- Indeed, practitioners can leverage the history of a project to effectively prioritize the creation of unit tests for their large software projects.
- Using historical data can achieve a three-fold improvement over a naive strategy that randomly selects functions to write unit tests for.
- Performing a case study on a large commercial and open source project, we find that the size of a function should be used to prioritize the creation of unit tests.

C. Part 3: Making SDP Approaches More Encompassing and Proactive

The majority of SDP research focuses on predicting defects and is reactive in nature, i.e., it assumes that the defects already exist in the code, and aim to identify the code that contains these defects [2], [3], [7], [8], [10], [11], [13], [14], [18], [20], [22], [33], [34], [36]. However, I believe that organizations are interested in more than just defects, they are interested in managing risk. Risk is more encompassing than defects. In this part, I present an approach to identify risky code changes, i.e., changes that require additional attention through careful code/design review and possibly more testing. The work illustrates how SDP approaches can be more encompassing and proactive.

1) Studying and Predicting the Risk of Software Changes: Modelling and understanding defects has been the focus of much of the Software Engineering research today. However, organizations are interested in more than just defects. In particular, they are more concerned about managing risk, i.e., the likelihood that a code or design change will cause a negative impact on their products and processes, regardless of whether or not it introduces a defect.

I conduct a study to predict and better understand risky changes, i.e., changes for which developers believe that additional attention is needed in the form of careful code/design
reviewing and/or more testing [26]. The findings and models are being used today by an industrial partner to manage the risk of their software projects. The main recommendations based on the findings of the work on risky software changes are:

- The developer making the change and the team they belong to need to be considered when studying the risk of a software change.
- Developers are accurate 96.1% of the time when identifying changes that introduce defects. However, developers’ identification of risky changes is less reliable when changes have many related changes.
- Practitioners should use factors such as the number of lines and chunks added by the changes, the bugginess of the files being changed, the number of bug reports linked to the change and the experience of the developer making the change to identify risky changes.

III. SUMMARY OF THESIS CONTRIBUTIONS

To summarize, the major contributions of the thesis are listed below. The details regarding each contribution can be found in the respective publication cited above or the thesis document [25].

- An extensive review of the state of the art in SDP. Such a review is of paramount importance at this time since a large amount (more than 100 papers according to my review) of research related to SDP has been done in the last decade, making it a good time to reflect on what has been addressed and what remains as an open issue in the field today. This survey provides an empirical foundation and motivation for the work in my thesis.
- The development of an approach to predict and better understand high-impact defects. This approach can be followed by other researchers to tailor their SDP approaches so they can focus on high-impact defects. I believe that such an approach is more applicable than the state-of-the-art in SDP today, since impact is taken into consideration when making predictions.
- The development of an approach to simplify SDP models by reducing the number of used factors. This approach shows how SDP research can be simplified, making it easier to understand and use. The presented results show that my approach can significantly simplify SDP models and that these simple models are able to achieve comparable performance to models that are much more complex.
- The development of an approach to guide the prioritization of unit test creation. This approach shows how simple SDP models can be used to prioritize the creation of unit tests. The presented results show that my approach outperforms ad-hoc methods used by practitioners today.
- The proposal of an approach that makes SDP more encompassing and proactive. The approach identifies potentially risky code changes before they are incorporated into the code base.

IV. FUTURE WORK

I believe that my thesis makes a positive contribution towards the goal of making SDP research more pragmatic. However, there are still many open challenges that need to be tackled in order to increase the adoption of SDP in practice. I now highlight some avenues for future work.

A. Formally Investigating Reasons for Lack of SDP Adoption in Practice

In my thesis, I relied on my experience when deciding some of the challenges that hinder the adoption of SDP in practice. The reasons given in my thesis are by no means complete. I encourage future research to conduct more detailed and formal studies regarding the reasons that hinder the adoption of SDP in practice.

B. Considering Other Types of High-Impact Defects

In my thesis, I focused on three different types of high-impact software defects. I believe that this is a good start, however, there remains more work to do in this area. Different types of high-impact defects need to be examined. For example, another type of defect that might have a high impact is defects in software artifacts that many other artifacts depend on. I encourage future research to continue this line of work and study and predict other types of high-impact defects.

C. Building Tools to Guide Practitioners

Today, most SDP research proposes solutions and empirically evaluates them based on historical data. This type of work has significantly contributed to the research side of software engineering, however, very little work actually builds tools based on their research to advance and applicability of SDP research in practice. I encourage future research to focus more on how to build tools so that our research can be easier to incorporate in industry.

D. More Realistic Evaluations

As shown in my survey [25], the vast majority of SDP studies evaluate their approaches using the precision and recall measures. However, as pointed out by other researchers [15] and from my own industrial experience, standard statistical measures of performance such as precision and recall might not be the best way to evaluate the practical value of SDP approaches. Whenever possible, I strived to obtain feedback from practitioners about the proposed approaches. I encourage future research to investigate and propose evaluation criteria that practitioners use to measure the value of SDP approaches. I believe that using such criteria will provide a more realistic evaluation of SDP approaches and significantly improve the adoption of SDP in practice.

E. Examining Replicability

The majority of SDP research heavily depends on historical development data. Till now, the availability of open source data has been relatively easy, however, acquiring commercial data is still a challenge. The fact that commercial data is not widely
available makes it difficult to examine the repeatability of SDP studies. Examining repeatability is important since it indicates how generalizable the finding are. I believe that the entire software engineering research community needs to address this issue of making data (especially commercial data) available in order to facilitate the repeatability of proposed approaches.

V. LESSONS LEARNED DURING THE PHD PROCESS

In this section, I share some of the lessons learned during the PhD. I divide the section into two parts. First, I discuss things that worked well during the PhD and second, I discuss things that I wish I did (most of which are things I did not realize until I started my faculty position).

A. Things That Worked Well

I list a number of things that worked well for me during the PhD. Obviously, this is not a complete list, however, it contains most things that I found to work.

1) Working with Industry: I was fortunate enough to work closely with industry during the PhD, and the feedback they provided was invaluable. Especially in an applied field like Software Engineering, feedback from industry on our research can be a very frank reality check. Although those reality checks can lead to disappointing outcomes sometimes (e.g., when the perfect algorithm does not perform well in a realistic setting), it often ends up saving a ton of time and ends up making the research a lot more practical.

Another positive aspect about collaborating with industry is that industry is where the majority of real problems occur. Hence, I often found interesting research problems to work on just by working or talking to industry. One word of caution however, is that industry can also hinder your research plan. In many cases their goals are different than that of a researcher. For example, in many cases (but not all), industry is interested in tools or in solving problems that have been solved in the research community. Therefore, it is critical to set expectations early in order to avoid disappointments for both, the researcher and the industrial partner.

2) Performing Community Service: My advisor always encouraged his students to review papers, volunteer to help at workshops and conferences, etc. Early on, I knew that doing this community service was a positive thing, if not for us, at least for the community. However, I never knew how important it was for my career. First, serving on program committees allowed me to see, first hand, high quality and not so high quality work. Such observations immediately allowed me to reflect on my own work and realize how I can improve it so that it can be accepted. Second, in most conferences I served as PC on, the review phase is often followed by a discussion phase. Being able to objectively argue for or against a paper, in my humble opinion, earns you respect from others in the research community. Having this respect from your colleagues plays a critical role once you graduate and are writing your own papers and grant proposals. Lastly, I learned a ton by reviewing other work, which in turn helped me improve my own research. From my own experience, I highly recommend that a PhD student perform some community service.

3) Building Depth and Breadth: During the PhD (and I assume this holds for most PhD students), I built a strong and deep understanding in my research topic. However, I strongly believe that depth is not enough during a PhD. A PhD student absolutely need to build breadth as well. Having breadth becomes very important because you will need to make sure you can do research in more than your area of specialization, especially once you graduate and become an independent researcher. This helps in securing funding for your research program, as well as, makes me attractive to a larger number of graduate students.

4) Keeping an Agenda: At the beginning of the PhD, I found it very difficult to get anything done, especially since a PhD follows a learn-do-succeed/fail process. At some points in time, it seemed like I did not get anything done. One of the best things to keep track of my progress and (at the least) prove to myself that I was indeed making progress was to keep an agenda of what I did. Keeping an agenda at least doubled my productivity. It also helped me realize how much time I spent on some tasks so that when someone like my advisor says“maybe you should pursue another avenue to solve this problem”, I can justify to myself that indeed, I have been spending too much time pursuing something that is fruitless.

5) Teaching: Towards the end of the PhD, I knew that I wanted to pursue a faculty position. Although research is an important part of a professor’s job, teaching is of high importance as well. Therefore, at the end of the PhD, I asked to teach an undergraduate course. It was one of the most difficult things I did during the PhD. However, it made the first teaching experience as a professor so much more effective. Teaching as a PhD student helped me realize how much time and effort teaching requires and prepared me in figuring out the balance between teaching, research and service when I started as a faculty member. I highly recommend teaching towards the end of your PhD, especially if you plan on pursuing an academic career after your PhD.

B. Things I Wish I Did Before Graduating

On the other hand there are some things that I only realized were important after I completed the PhD and started to work as a faculty member. Below are things I wish I was aware of during the PhD.

1) Writing Grants: It is probably no surprise, but funding is crucial for any successful research program. Unfortunately, writing grants to secure funding is something that PhD students are rarely exposed to. Therefore, something that I wish I could have gotten more experience with is writing grants, since it gives you a big advantage when you start your academic career. If you get a chance to be involved in any grant writing during your PhD, make sure you take advantage of it.

2) Recruiting Students: Another big question that faced me after starting the faculty position is - how can I recruit the best students? This is often another aspect that is critical to the success of a faculty position, which is never taught in the PhD program. If you ever have a chance to be involved in the recruitment of junior students, make sure you get involved.
Being able to (or even just getting familiar with) evaluate student applications and know how to determine good students is an invaluable skill to have as a faculty.
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