Abstract—Pipelining is a well-known approach to increasing parallelism and performance. We address the problem of software pipelining for heterogeneous parallel platforms that consist of different multi-core and many-core processing units. In this context, pipelining involves two key steps—partitioning an application into stages and mapping and scheduling the stages onto the processing units of the heterogeneous platform. We show that the inter-dependency between these steps is a critical challenge that must be addressed in order to achieve high performance. We propose an Automatic Heterogeneous Pipelining framework (AHP) that generates an optimized pipelined implementation of a program from an annotated unpipelined specification. Across three complex applications (image classification, object detection, and document retrieval) and two heterogeneous platforms (Intel Xeon multi-core CPUs with Intel MIC and NVIDIA GPGPUs accelerators), AHP achieves a throughput improvement of up to 1.53x (1.37x on average) over a heterogeneous baseline that exploits data and task parallelism.

I. INTRODUCTION

Heterogeneity has emerged as a prevalent characteristic of parallel computing platforms. Heterogeneous parallel platforms combine processing units (PUs) that have different instruction set architectures or different micro-architectures, e.g., multi-core processors, general-purpose graphics processing units (GPGPUs) [1] and other many-core accelerators [2], [3]. The PUs that constitute a heterogeneous platform are effectively optimized to serve different workload characteristics (e.g., latency-sensitive vs. throughput-sensitive, coarse-grained vs. fine-grained parallel, etc.). Studies have argued for the fundamental benefits of heterogeneity in parallel computing [4] and demonstrated speedups on heterogeneous platforms for a wide range of application domains [5]. However, programming heterogeneous parallel platforms is commonly cited as a major challenge that must be addressed before their potential can be realized for mainstream computing.

Progress has been made in raising the level of abstraction at which many-core accelerators GPUs are programmed—from low-level, domain-specific APIs to high-level programming languages [6]–[9]. While they cover much ground, these frameworks still leave the programmer with the significant challenges of tuning the accelerator code for performance, partitioning, mapping and scheduling an application on the different PUs of a heterogeneous platform, and managing the data transfers between their (often distinct) memory hierarchies. Recent research efforts address the challenge of providing the programmer with a unified view of the ensemble of PUs and their memory hierarchies on the one hand, while on the other hand achieving good performance and performance portability [10]–[21].

While addressing heterogeneity in the computing platform, it is also important to recognize the heterogeneity in how parallelism manifests in applications [22]. The heterogeneous programming frameworks described above have extensively focused on data and task parallelism. Pipeline parallelism is another important form of parallelism that is complementary to task and data parallelism. Previous research has shown that it is important to consider all three forms of parallelism and exploit the right combination thereof to get the best performance on a given parallel platform [23], [24]. Yet, little work exists that exploits pipeline parallelism in heterogeneous parallel platforms. Our work aims to fill this gap, by providing a framework for the generation of optimized heterogeneous software pipelines from unpipelined specifications.

Application programming interfaces (APIs) for specification of pipeline patterns are provided in modern parallel programming frameworks [25], [26]. These frameworks require the programmer to manually identify the pipeline stages and program them using the provided API. However, identifying the best partition of a program into pipeline stages can be quite complex. Automatic software pipelining has a rich history and has been explored in various contexts such as loop pipelining in VLIW compilers [27], [28]. Our context, in which the execution of the program is pipelined at a coarse granularity across PUs, differs significantly from these efforts. For homogeneous multi-core platforms, the problem of partitioning a program into pipeline stages has been extensively addressed [29]–[39]. While some of these efforts have targeted accelerators [37], [39], the stages of the pipeline execute entirely on the (homogeneous) cores of the accelerator, therefore the problem is conceptually the same as the homogeneous case.

For heterogeneous platforms, the problem of software pipelining becomes significantly more challenging. The execution time of a stage is highly sensitive to how the computations in the stage are mapped and scheduled on the PUs in the heterogeneous platform. On the other hand, the mapping and scheduling also depend on how the application is delineated into pipeline stages, since stages execute concurrently, affecting the contention for PUs. The two key steps of pipeline stage identification, and pipeline mapping and scheduling need to be performed considering this strong inter-dependency.

Our work makes the following contributions:

- We identify the unique challenge involved in software pipelining for heterogeneous parallel platforms, viz. the inter-dependency between partitioning the program into pipeline stages, and mapping and scheduling the stages onto the processing units.
We propose AHP, an automatic framework for the creation of heterogeneous pipelines from non-pipelined program specifications. Given an annotated program, AHP extracts a task graph from each target program region, profiles the tasks on each of the processing units in the platform, and iteratively partitions the task graph into pipeline stages and schedules the pipelined task graph onto the heterogeneous platform. This iterative process accounts for the inter-dependency mentioned above.

We evaluate AHP by using it to generate pipelined implementations of three complex applications—namely 1) image classification, 2) object detection using convolutional neural networks, and 3) document retrieval using supervised semantic indexing—on two heterogeneous platforms, one with an Intel Xeon multi-core and an NVIDIA Tesla GPGPU, and another with an Intel Xeon multi-core and an Intel MIC accelerator. Our results demonstrate (i) the importance of exploiting pipeline parallelism on heterogeneous platforms, and (ii) the need to consider the inter-dependency between pipeline stage identification and mapping and scheduling in order to maximize performance.

II. BACKGROUND AND MOTIVATION

In this section, we describe the setting for our work, and illustrate the key challenge involved in software pipelining for heterogeneous parallel platforms.

We assume that the program region to be pipelined can be represented as a task graph, which consists of tasks and dependencies between them. Several contemporary parallel programming frameworks adopt a similar approach to represent parallelism [14], [15], [40], [41]. The task graph representation encapsulates all three forms of parallelism as each task may contain internal parallelism (typically data parallelism), task parallelism is present across tasks in the task graph, and different instances of the task graph processing different inputs may be executed in an overlapping manner, pipelining its execution.

The processing platform consists of distinct PUs, such as multi-core processors, GPGPUs, and other many-core accelerators such as Intel’s MIC [3] or IBM’s Cell [2]. Each of the tasks in the task graph may be executed on a subset of the PUs. We do not address the problem of generating optimized implementations of individual tasks for PUs—we assume the availability of compiler frameworks or hand-optimized implementations of tasks. The implementation of a task may exploit parallelism internal to a PU (e.g., the cores within a GPU or MIC), and task parallelism is exploited by scheduling independent tasks to execute concurrently [11], [12], [18], [21].

In this work, we are concerned with the pipelined execution of the task graph across the PUs. Any sub-graph of the task graph may form a pipeline stage, although achieving good performance requires that these stages be identified judiciously.

Within the context described above, exploiting pipeline parallelism efficiently requires us to create pipeline stages from the task graph, and mapping and scheduling the pipelined task graph onto the parallel platform. *A key motivation for our work is that, for heterogeneous platforms, these two steps are highly inter-dependent, and ignoring this strong cyclic dependency leads to sub-optimal performance.* We qualitatively explain this key insight and illustrate it using an example (we empirically show the effect in Section IV).

It is well known that a pipeline’s throughput is limited by its longest running stage. Hence, a pipeline with all its stages running nearly the same duration, *i.e.*, a balanced pipeline, is desirable as it provides the best throughput. To create a balanced pipeline one needs to know the execution times of the stages of the pipeline. This is true for both homogeneous and heterogeneous platforms. However, for heterogeneous platforms, the tasks in each pipeline stage may take drastically different times when executed on different PUs *(e.g., the execution time of a task on a general-purpose core and accelerator may vary by one or two orders of magnitude [42]–[44]).* It is necessary to know the mapping and schedule of tasks to PUs to determine a high performance pipeline structure.

Unfortunately, the reverse dependency also exists, *i.e.*, mapping and scheduling depends on the results of pipeline stage identification. This is because pipeline stages may execute
concurrently (from different instances of the task graph), in spite of the dependencies that exist across stages in the original program. In other words, the scheduler’s view of the pipelined task graph is one where the different sub-graphs corresponding to the pipeline stages are concurrent. Thus, how the task graph is partitioned into stages directly determine which tasks are concurrent, impacting the results of scheduling and mapping.

This is not merely a problem of theoretical interest, as the case studies will illustrate.

Let us consider the application task graph shown in Figure 1(a). Suppose we wish to execute the application on a heterogeneous platform consisting of two PUs, PU0 and PU1. Also, suppose that we wish to use two pipeline stages (the argument applies irrespective of the number of pipeline stages). The execution times of each task on each PU are also shown in Figure 1(a). For simplicity, we ignore the cost of communication between PUs in this example (we do consider communication cost in our framework and experiments).

The cyclic dependency between pipeline stage identification, and mapping and scheduling can be broken in two ways:

- **Pipeline, then schedule.** Since we do not know the actual task execution times during pipeline stage identification, we need to make some assumptions. For example, we could use the minimum execution time of each task, i.e., the execution time on the fastest PU, as its execution time for the purpose of pipeline stage identification. This corresponds to an optimistic assumption that all tasks will be executed on their best PUs. Once balanced pipeline stages are created, we schedule the pipelined task graph on the heterogeneous platform.

- **Schedule, then pipeline.** Map and schedule the unpipelined application on the heterogeneous platform. Use the execution times of the tasks from this schedule to identify pipeline stages.

The two approaches described above effectively break the cyclic dependency by performing one of the steps first, followed by the other. We now evaluate the results of these two approaches for the example in Figure 1(a). We assume a list scheduler [45] optimized for heterogeneous platforms, such as HEFT [46] which schedules each task on the PU where the task will finish earliest, considering the suitability of tasks to PUs, locality of data, and availability of PUs.

Let us first consider the “pipeline, then schedule” approach, where we use the minimum execution time of each task for pipeline stage identification. The execution times of tasks \( a - f \) are therefore assumed to be 8, 3, 4, 4, 8, 4 respectively. The partition \( \{a, b, c, d\}, \{e, f\} \), shown in Figure 1(b) results in the most balanced pipeline structure, with a critical path of 12 units through each stage. Using the maximum (16, 9, 13, 7, 20, 12) or average execution times of the tasks across the two PUs (12, 6, 8.5, 5.5, 14, 8) still leads to the same pipeline structure shown in Figure 1(b). The schedule for this pipelined task graph on the heterogeneous platform (considering contention and concurrency of the tasks), is shown on the right side of Figure 1(b). The pipeline initiation interval (inverse of throughput) is 23 units.

However, a different pipeline structure and schedule exists, as shown in Figure 1(c), that has an initiation interval of 20 units, which corresponds to 1.15x higher throughput than the pipeline shown in Figure 1(b).

Finally, the “schedule, then pipeline” approach will also result in the same, sub-optimal, pipeline structure as presented in Figure 1(b) as the latency optimized schedule, in this case, executes each task on its preferred PU, resulting in the same pipeline as above.

The arguments and illustration provided in this section clearly underscore the importance of considering the strong inter-dependency between pipeline stage identification and mapping and scheduling of the application onto the heterogeneous platform. This inter-dependency exists, but is far less significant for homogeneous platforms, since execution times do not vary as significantly for different mappings.

In the next section, we present the AHP framework that automates the generation of software pipelines for heterogeneous parallel platforms, while considering these insights.

### III. Heterogeneous Pipeline Framework

An overview of the AHP framework appears in Figure 2. AHP takes an annotated C++ program and generates an optimized pipelined program that can be compiled and executed on the heterogeneous platform. AHP starts by analyzing C++ source code with additional AHP compiler directives (Section III-A). The front-end analyzes the program regions that the programmer has annotated as targets for pipelining, and uses the program annotations to extract a task graph for each program region (Section III-B). It also profiles the tasks on the PUs of the heterogeneous platform (Section III-C) to estimate the task execution and inter-task communication times.

Next, AHP iteratively performs pipeline stage identification, transforms the task graph to reflect the pipeline structure, and performs mapping and scheduling of the pipelined task graph to the heterogeneous platform (Section III-D). Finally, AHP generates code for the optimized heterogeneous pipeline that uses frameworks such as TBB, Cilk, OpenMP and CUDA (Section III-F). We describe each of these steps in the following sub-sections.

#### A. Program Annotation

AHP provides a couple of compiler directives (see the grammar in Figure 3(a) and an example in Figure 3(b)) to allow a programmer to specify program regions that are targets for pipelining. The C++ source code fed to AHP consists of five different types of code sections.

1. **Regular code.** Regular C++ code that is not marked by AHP specific compiler directives.
2. **Pipeline sections.** These represent program regions that can be executed in a pipelined manner and should be further analyzed and optimized. Each pipeline section must be enclosed in a while-loop whose body is in turn expressed as tasks. The termination condition of this loop indicates that all data have been processed.
3. **Tasks.** Each task consists of a single code block that may execute on one of the PUs in the heterogeneous platform. Tasks are also annotated with input/output specification that indicates variables that are read (in), written (out), or read and written (inout) within the task. Tasks can be constrained to execute on specific PU
types, for example, a task requiring access to the disk could be constrained to execute on the host CPU. The programmer can indicate that a task is stateless, i.e., a pure function. For stateless tasks, multiple instances may be created to process different input data.

4) **PU-specific function variants.** Function variants allow the specification of specialized implementations of a task for a specific PU-type. They are useful when (i) different algorithms are utilized for different PU types, or (ii) when PU-specific task implementations cannot be easily generated from a common specification. In our work, we have built upon Intel’s compiler that generates code for the MIC [3], while using hand-written CUDA variants for GPU code. AHP could be extended to use existing frameworks such as HMPP [47], OpenACC [14], OpenMPC [15] or OpenCL [10] to generate a larger range of PU-specific implementations of tasks automatically.

5) **Delimited functions.** These functions are delimited, using start and end directives, to indicate that they should be analyzed and optimized for multiple PUs. Each function called within the pipeline section needs to be defined within a delimited section or be specified as a function variant.

The information contained in the AHP compiler directives are similar those required by other heterogeneous programming frameworks [14], [41]. Our proposal of program annotations is intended to identify the information required from the programmer and to illustrate the programming effort, but not as a competing alternative to other standards. We believe that it should be possible to incorporate the AHP directives as minor extensions of other standards.

**B. Task Graph Extraction**

AHP extracts a task-graph for each pipeline section from the annotated C++ code. The extracted task graph is called a Parallel Operator Directed Acyclic Graph (PO-DAG), since it is a DAG and the tasks may internally exploit data- and instruction-level parallelism (hence, they are parallel operators). The PO-DAG for each pipeline section is constructed using the DAG consistency model [48]. This enforces the data-flow semantics of the original program execution order, while allowing greater scheduling flexibility and out-of-order execution.

A PO-DAG is represented by the tuple of vertices and arcs \((V, A)\). The vertices of the PO-DAG are annotated with the task’s code and an arc between two vertices is annotated with the variables being communicated between the tasks.

**C. Profiling**

AHP needs to determine the execution time of each extracted task on each PU in the heterogeneous platform. As with all profiling-based approaches, we require the profiling data set to be representative. In AHP’s case this means that the relative execution times of tasks on PUs using the profiling input are reflective of the relative execution times during productive runs.

During profiling, the PO-DAG, \((V, A)\), gets extended to the profiled PO-DAG, \((V, A, t_{\text{exec}}, t_{\text{comm}})\), where \(t_{\text{exec}} : V \to \mathbb{R}^P\) denotes the expected execution time of each task on each of the \(P\) PUs, and \(t_{\text{comm}} : A \to \mathbb{R}^{P \times P}\) denotes the communication time required to move the data associated with the arc, from one PU to another.

Each task may be executed multiple times during a profiling run, and the framework executes multiple profiling runs. The resultant execution times are recorded and used to compute the average execution times in \(t_{\text{exec}}\). The profiling runs are also used to compute the average volume of data communicated on each arc in the PO-DAG. A data transfer model is derived by creating micro-benchmarks that transfers different size data between each pair of PUs. The average data volume is combined with the data transfer model to compute \(t_{\text{comm}}\).

**D. Pipeline Optimization**

The pipeline optimization process consists of two key steps, pipeline stage identification (henceforth called stage identification) and scheduling and mapping (henceforth called scheduling) that are iteratively executed to identify a good pipeline structure.

The high-level description of the procedure for pipeline optimization appears in Figure 4. The inputs are the profiled PO-DAG and a specified number of pipeline stages (the procedure can be iterated to explore different numbers of pipeline stages).
As explained in previous sections, stage identification and scheduling are mutually interdependent processes: for stage identification, the execution times and communication costs are required which are in turn determined by the schedule, while the scheduler requires the pipelined structure to know which tasks can concurrently execute. AHP accounts for this cyclic dependency by creating a feedback between these steps and iteratively refining the solution. Specifically, the pipeline optimization procedure in Figure 4 contains a while loop that iteratively performs three steps namely, stage identification, throughput transformation, and scheduling, which we describe in further detail below.

1) Stage identification: Stage identification is the process of determining a good pipeline structure given execution times for the tasks in the PO-DAG. Stages identification is reformulated as the retiming problem [49]. Retiming was originally proposed as a technique for moving registers in a digital circuit to improve performance while preserving its I/O behavior. We recast the problem of stage identification as a retiming problem, by considering the PO-DAG to be a circuit graph, wherein tasks are circuit elements (gates) with delays, and queues are registers. In effect, moving registers to minimize the longest combinational path is equivalent to creating pipeline stages such that their critical paths are balanced.

We next discuss the pipelining algorithm (Figure 5), using terminology specific to our context where appropriate. The PO-DAG can be viewed as a circuit graph used for retiming. For this purpose, we define the propagation delay, \( d \), for each vertex, and queue count, \( w \), for each arc. The queue count of an arc corresponds to the number of queues on that arc, while the propagation delay represents the execution time of the task.

As explained in Figure 4, \( d \) is initialized to the minimum execution time of a task across all PUs. A dummy source vertex is added to the PO-DAG, and \( S \) queues, where \( S \) is the number of stages, are added to each of its outgoing arcs. In other words, \( w \) is initialized to \( S \) for arcs from the source vertex and 0 for other arcs. The values of \( d \) and \( w \) are iteratively refined by the pipeline optimization procedure.

The definitions of \( w \) and \( d \) are extended to paths as
follows \textcolor{red}{[49]}. For any path \( p = v_0 \xrightarrow{e_0} v_1 \xrightarrow{e_1} \cdots \xrightarrow{e_{k-1}} v_k \),
\[
    w(p) = \sum_{i=0}^{k-1} w(e_i) \quad \text{and} \quad d(p) = \sum_{i=0}^{k} d(v_i).
\]

This leads to two central quantities in solving the retiming problem, namely,
\[
    W(u, v) := \min \{w(p) : u \xrightarrow{p} v\}, \quad (2)
\]
\[
    D(u, v) := \max \{d(p) : u \xrightarrow{p} v \wedge w(p) = W(u, v)\}. \quad (3)
\]

For \( u, v \in V \), \( W(u, v) \) corresponds to the minimum number of queues on any path between \( u \) and \( v \) in the graph, and \( D(u, v) \) corresponds to the maximum total propagation delay (in the terminology of retiming) on any path between \( u \) and \( v \) that has the minimum number of queues (\( W(u, v) \)).

These two values are computed first during the pipelining algorithm, after which a binary search over the range of \( D \) is performed to find the optimal pipeline structure that minimizes the longest path across all stages (the while loop in Figure 5).

For a given element \( c \) in \( D \), a system of linear inequalities is generated and solved to determine whether a retiming is feasible such that any path that does not contain a queue is of length less than or equal to \( c \). If a solution exists, the values of the unknowns \( (r) \) are used to update the positions of the queues, and the pipeline stages are extracted from queue positions. To deduce the pipeline stages, the function \texttt{findPartition()} performs a breadth-first traversal of the PO-DAG and considers a stage as the section of a PO-DAG between successive frontiers of queues (illustrated in Figure 6(a)).

If all the tasks in a stage are stateless, then the stage is stateless and can be executed concurrently with itself. Such a stage is called a parallel stage. If not, we constrain a stage during execution such that no two instances of it can be in flight concurrently.

The output of this process is a task to stage mapping represented as an \( S \)-tuple of sets of tasks. We refer to this mapping as a partitioning and denote it by \( P \).

2) \textbf{Throughput transformation:} We need to transform the PO-DAG to take the pipeline structure into account before scheduling and mapping tasks to PUs. Several heterogeneous task schedulers have been developed for unpipelined applications that optimize for latency \textcolor{red}{[11], [12], [21], [46]}. We use such schedulers in the AHP framework by transforming the PO-DAG such that a latency optimized schedule of the transformed PO-DAG corresponds to a throughput optimized schedule of the pipelined PO-DAG.

This transformation consists of creating a new PO-DAG wherein the subgraphs corresponding to the pipeline stages of the original PO-DAG, are independent and can be executed in parallel (see Figure 6(b) for an illustration).

3) \textbf{Scheduling:} Given the transformed PO-DAG, the objective is to schedule the tasks to PUs such that the execution time (latency) is minimized. Scheduling also involves mapping the tasks to specific PUs. Heterogeneous scheduling is an active area of research, and several schedulers have been proposed \textcolor{red}{[11], [12], [21], [46]}. In AHP we use MDR \textcolor{red}{[21]}. However, any other heterogeneous scheduler can be used as part of the AHP framework.

The throughput transformed graph is scheduled to produced a task to PU mapping as well as revising the vertex delays, i.e., the values of \( d \), in the retiming graph. The delay is changed to reflect the total time taken from when the task was ready to execute until it completed, i.e., the time waiting for input data to arrive, the selected PU to become available, as well as the execution time on the mapped PU are considered.

AHP iterates the steps of stage identification, throughput transformation, and scheduling. For any iterative algorithm there is a question of convergence. In AHP, convergence is enforced by detecting a re-occurring partition. If a previously seen partition re-occurs, since the algorithms used are deterministic, either the procedure has converged or a cycle has occurred. In either case, the algorithm returns the best partition seen thus far.

We continue the example from Figure 1 to show how the iterative approach works in Figure 7. In this figure we show how the propagation delay, \( d \), task to PU, and task to stage mapping changes as we iteratively pipeline and schedule. The first iteration produces the pipeline structure and schedule of Pipeline 1 (Figure 1(b)), and the next iteration produces Pipeline 2 (Figure 1(c)), after which the algorithm converges.

The schedule produced by AHP is static, even for tasks in parallel stages for which multiple instances could be in flight simultaneously. Instead of static scheduling for parallel stages,
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If we have $|V|$ tasks, $S$ pipeline stages and $P$ PUs, then there are $O(S^{[V]})$ possible task to stage mappings, and $O(P^{[V]})$ possible schedules. The combined search space of possible pipelined realizations is therefore $O(S^{[V]}P^{[V]})$.

Using retiming and scheduling as a search heuristic allows us to efficiently navigate this search space. Retiming is known to have a worst-case complexity of $O(|V|^3 \log |V|)$, and the list-based scheduler used is $O(|V|^3)$, therefore the running time of our stage identification is $O(|V|^3 \log |V|)$ per iteration. Although it is difficult to analytically bound the number of iterations of the overall AHP pipeline optimization algorithm (Figure 4), in our experiments we found that the algorithm converged within 4 iterations in all cases. It is always possible to fix the maximum number of iterations.

In practice, in our case studies, we found that the runtime of AHP was dominated by the profiling phase, and the pipeline optimization phase required at most 5 minutes. AHP is a source-to-source compiler framework so the only overhead incurred at run-time is due to the runtime framework used to orchestrate the execution of pipeline stages, maintain inter-stage queues, and perform the data versioning.

### E. Search Complexity

If we have $|V|$ tasks, $S$ pipeline stages and $P$ PUs, then there are $O(S^{[V]})$ possible task to stage mappings, and $O(P^{[V]})$ possible schedules. The combined search space of possible pipelined realizations is therefore $O(S^{[V]}P^{[V]})$.

Using retiming and scheduling as a search heuristic allows us to efficiently navigate this search space. Retiming is known to have a worst-case complexity of $O(|V|^3 \log |V|)$, and the list-based scheduler used is $O(|V|^3)$, therefore the running time of our stage identification is $O(|V|^3 \log |V|)$ per iteration. Although it is difficult to analytically bound the number of iterations of the overall AHP pipeline optimization algorithm (Figure 4), in our experiments we found that the algorithm converged within 4 iterations in all cases. It is always possible to fix the maximum number of iterations.

In practice, in our case studies, we found that the runtime of AHP was dominated by the profiling phase, and the pipeline optimization phase required at most 5 minutes. AHP is a source-to-source compiler framework so the only overhead incurred at run-time is due to the runtime framework used to orchestrate the execution of pipeline stages, maintain inter-stage queues, and perform the data versioning.

### F. Final Code Generation

The final step in AHP is to generate the production code for the program using the pipeline structure and schedule determined during pipeline optimization. The code generation step determines the data communication and versioning requirements of each pipeline stage, after which, AHP generates code for the pipeline structure using the pipeline construct of Intel’s TBB [25]. AHP determines what data needs to be passed between and through stages. Furthermore, different versions of a data structure will be in flight at the same time and the generated code should manage the versioning correctly and efficiently.

1) **Communication across stages:** The data communicated from stage $i$ to stage $(i + 1)$ corresponds to data produced in stages 1 to $i$ and consumed in stages $i + 1$ to $S$ (as the TBB pipeline is a linear pipeline). The output of this analysis helps generate the data structures that are populated and manipulated in stages, and passed between pipeline stages. At this point the task-to-PU mapping and communication pattern has been fixed, allowing for the insertion of calls to the explicit data transfer APIs that are required to keep the data coherent.

The two primary approaches to keeping memory coherent between the PUs: distributed shared memory (such as, Intel’s MYO [50] and GMAC [51]) and message passing-like models (such as CUDA’s explicit memory copy calls and Intel MIC’s offload model). The current implementation of AHP uses explicit data transfer calls to maintain memory consistency based on the DAG consistency model. Data structures requiring deep copies (such as trees) are serialized and deserialized using an approach similar to that of the Boost serialization library. However, the distributed shared memory approach may also be used with AHP.

2) **Data versioning:** A pipelined program has multiple versions of the same data structure in flight. TBB provides the pipeline construct with which to realize pipeline communication, but the data versioning is left to the programmer. AHP determines the data versioning needs and inserts the appropriate calls to the supporting functions: AHP inserts code to duplicate (allocate and copy), merge (recombine results as well as free unnecessary copies) and free data structures.

The number of versions of a data structure is bound by the maximum of the number of pipeline tokens [25] and the number of stages in the pipeline. AHP avoids unnecessary allocation and deallocation by using a circular buffer. This buffer also tracks the last instance of a variable that flowed through the pipeline, useful for assigning the value of live-out variables and reclaiming memory used for versioning.

The optimized pipelined program is generated once the data communication and versioning needs have been determined. The generated program needs to be compiled/linked with PU-specific frameworks (AHP presently targets Intel’s MIC offload framework and NVIDIA’s CUDA) before it is executed on the target heterogeneous platform.
IV. Evaluation

A. Implementation

We have implemented the AHP framework in C++ using the ROSE open source compiler infrastructure, LEMON [52], GLPK [53], and Intel TBB [25]. We use Intel’s ICPC and NVIDIA’s NVCC as back end compilers. AHP is a source-to-source compiler but it needs to internally build and execute the program on the target platform for the profiling step.

The AHP compiler, ahp_compile, operates in one of two modes, selected using command-line flags, it either generates the profiling versions or generates the production code using the output from the stage identification program ahp_optimize. Internally ahp_compile uses the back end compilers (icpc or nvcc) to generate the compiled profiling versions. The AHP compiler is called by the top-level AHP command which follows an approach similar to the Intel Software Autotuning Tool [54] to automate the pipeline optimization process.

In our current implementation, the number of stages and the pipeline tokens are given as inputs to AHP. However, these could also be considered as part of the search space for creating an optimized heterogeneous pipeline.

B. Case Studies

We evaluate AHP using three commercial applications that we describe below. In each of these applications, the program regions annotated as pipeline sections are responsible for nearly 100% of the steady state execution time.

1) Image classification: This application performs image classification (IC) as part of an image based search server for mobile devices. Users submit images as search queries, and the server returns images that are similar to the query image. The image classification program that we consider extracts features from the query images, uses machine learning techniques to classify the query into pre-specified categories (e.g., different types of food), and returns results based on the features and categories from the classification. The entire application consists of 153,871 lines of code, of which the most computational intensive part is the feature extraction.

As an illustration of the programmer annotation effort required for AHP, we contrast the number of lines of code with that of a manually written pipeline using TBB [25]. The AHP specification contained a pipeline section that spanned 43 lines of code, of which only 11 lines were AHP compiler directives. In contrast, manually specifying the pipeline using TBB required 281 lines of code.

2) Convolutional neural network: Convolutional neural networks (CNNs) [55] are a special class of multi-layer neural networks used in a wide range of computer vision applications [56] including handwriting recognition, automotive safety, video surveillance, and face detection [57].

In this case study we consider an application of CNNs to object detection in images. The CNN constructed (see Figure 9) consists of 12 layers with varying interconnectivity across layers, ranging from one-to-one to one-to-all.

3) Supervised Semantic Indexing: We consider the dominant computational kernel of the Supervised Semantic Indexing [58] approach to document retrieval. In this application, a document, represented using a term frequency-inverse document frequency [59] vector, is mapped to a latent concept space [60] and matched to the documents in a document library or database.

Fig. 8. The feature extraction component of the image classification application.

Fig. 9. PO-DAG structure of the pipeline section of the CNN application.
that are most similar to the input document.

Each of the tasks in this application is data parallel but the similarity computation is dominant, accounting for 85% of runtime. The similarity computation is stateless and therefore multiple instances of it could be executing concurrently.

C. Heterogeneous Platforms

We evaluate AHP on two different heterogeneous parallel platforms. The first system is a server that contains dual quad-core Xeon E5620 CPUs (total of eight cores) and a pre-production Intel MIC (Knights Corner) accelerator. The second system consists of dual quad-core Intel Xeon E5520 CPUs and an NVIDIA Tesla C1060 GPU.

D. Results

In this section, we present results that show the performance improvement achieved by the pipelined implementations generated by AHP with suitable baselines. We also use AHP to explore implementations with different number of pipeline stages (without any source code changes).

1) Throughput improvements: We compare the throughput of three different versions of each application: 1) A heterogeneous implementation that uses both data and task parallelism (denoted as baseline), 2) A pipelined baseline, where we first schedule the tasks to PUs optimally and then pipeline this schedule, and 3) the implementation generated by the AHP framework. The pipelined baseline corresponds to the “schedule, then pipeline” approach described in Section II, the alternative “pipeline, then schedule” approach described in Section II is the first iteration in AHP and therefore the final AHP pipeline is always superior (up to 1.37x). All three versions exploit data and task parallelism as well as heterogeneity.

In the case studies, we used hand coded CUDA kernels and vendor provided libraries for the GPU, and autogenerated code and vendor provided libraries for the MIC. The results are reported on separate graphs, and normalized to the unpipelined baseline version for each system.

In Figure 10(a) and 10(b), we report the throughput on the Xeon+MIC and Xeon+GPU systems normalized to the baseline version on the same system. Pipelining using AHP always increased the throughput (1.37x on average across the systems and up to 1.53x). All three versions exploit data and task parallelism as well as heterogeneity.

In Figure 11, we compare the speedup of three different implementations of the CNN application on the Xeon+GPU system. The graph shows the speedup obtained and increase in memory footprint (normalized to the unpipelined baseline) with increasing numbers of pipeline stages, for the SSI and CNN applications. From the graph, we notice that CNN and SSI have different trade-offs that are better understood by analyzing the steady-state memory consumption.

For correct behavior, one only needs to make copies of

- For the IC application on the Xeon+MIC, the best mapping resulted when one schedules a task on a PU which is not the best for that task locally. But this task has the same preferred PU as another task, which is more critical (dominant). In the unpipelined application, due to the inter-task dependencies these tasks can never be scheduled concurrently, but they do become concurrent in the pipelined case. This reflects our assertion that pipelining changes the contention profile, which in turn impacts the mapping and scheduling decisions.
- The pipelined baseline for the CNN application on the Xeon+GPU system does not achieve any performance improvement over the unpipelined baseline. This is because, if the original unpipelined PO-DAG is scheduled, GPU-only execution provides the best performance which is identical to the pipelined mapping. Since the Tesla GPU does not have the concurrent kernel execution capability of the newer Fermi [61] platform, it serializes all GPU tasks even in the pipelined execution.

In summary, we conclude that the improvements achieved by AHP over the two baselines establishes the additional benefit from utilizing pipeline parallelism (over and above task and data parallelism) on heterogeneous platforms, as well as the necessity of considering the interaction between pipeline stage identification and scheduling/mapping.

2) Varying the number of stages: Since the program specification in AHP is independent of the number of stages, it is straightforward to generate a range of pipelined implementations by varying this parameter. A tradeoff between performance and memory arises when we vary the number of pipeline stages. For example, a programmer may ask the question: Can we make each task a stage and have as many stages as needed? There are two reasons to minimize the number of stages, the first of which is relevant even for homogeneous pipelines.

Multiple pipelined implementations, with varying numbers of stages, were generated and executed on a homogeneous multi-core system with two quad-core Xeons. Figure 11 shows the speedup obtained and increase in memory footprint (normalized to the unpipelined baseline) with increasing numbers of pipeline stages, for the SSI and CNN applications. From the graph, we notice that CNN and SSI have different trade-offs that are better understood by analyzing the steady-state memory consumption.

For correct behavior, one only needs to make copies of
the variables written to in a pipeline. Since AHP uses a circular buffer, we can express the steady-state memory usage algebraically as $A \cdot (S + 1) + B$, where $S$ is the number of pipeline stages, $A$ the size (memory footprint) of variables that are both read and written, and $B$ the size read-only variables.

- For SSI $A/B \approx 0.002$ and hence memory usage does not greatly increase with the number of stages. However, performance does peak at 7 pipeline stages.
- For CNN $A/B \approx 1.96$, therefore the memory usage increase is comparable to the speedup as we increase the number of pipeline stages. At 7 stages, the memory increase and speedup are roughly equal. However, the performance from 2 stages is as good and uses 2.4X less memory. If we care only about performance, then 10 stages gives the best performance.

While the tradeoff engendered by varying the number of stages is interesting for homogeneous platforms, for heterogeneous platforms there is an added twist: the drivers. The accelerator’s driver processes calls made to the accelerator. Either the driver or the programmer is responsible for ensuring reasonable behavior when multiple threads simultaneously call it. This introduces additional, sometimes implicit, communication and synchronization between threads that should be independent. This further limiting factor encourages using as few pipeline stages as possible.

In summary, we believe that our results underscore the utility of the AHP framework in improving performance on heterogeneous platforms with minimal programmer effort.

V. RELATED WORK

Pipelines are a fundamental parallel programming pattern [22], [62]–[64] and an approach to structured parallel programming [65]. As such, specialized programming languages [66] as well as language extensions, frameworks and libraries [25], [33]–[36] have been developed to ease the task of constructing software pipelines. These previous approaches target homogeneous systems, but do not consider the key insight that is exploited in AHP.

Creating a heterogeneous pipeline, as AHP does, and creating a pipeline for an accelerator [37]–[39] are two separate problems. In the latter mentioned efforts, all stages of the pipeline are executed on the (homogeneous) cores of the accelerator, and the host CPU is only used for orchestration, leaving its computational capability unutilized. Conceptually, this problem is identical to the problem of pipelining on homogeneous multi-cores.

Thies et al. [29] propose a practical approach to exploiting pipeline parallelism in C programs on a homogeneous architecture. The programmer annotates stages using annotations, which they use to extract data flow information, and generate thread and communication management code. It is up to the programmer to identify and balance stages.

Decoupled Software Pipelining (DSWP) [30]–[32] is a compiler parallelization technique that extracts pipeline parallelism from a sequential program. DSWP is proposed for homogeneous architectures and targets fine-grained parallelism; extra architectural support is proposed to enable exploiting finer-grained parallelism.

In feedback-directed pipeline parallelism [67] the question posed is how to best allocate (homogeneous) resources to pipeline stages given a fixed pipeline. AHP instead follows a hierarchical approach whereby the intra-task parallelism is exposed to the underlying PU-specific schedulers, while AHP manages the pipeline parallelism across PUs.

Sanchez et al. [68] proposed a dynamic scheduler for pipeline-parallel programs where the task execution times are not predictable.

Stream programming [6], [69], [70], a programming model in which programs are specified using kernels operating on streams of data, is naturally suited to pipelining due to the producer-consumer relationships across kernels [23]. Compiler and runtime frameworks have been developed for stream programming that automatically map the kernels onto homogeneous processing elements [37], [71]–[73].

In summary, none of the previous approaches automatically generate heterogeneous pipelines, taking into consideration the specific challenges and key insights expounded by AHP.

VI. CONCLUSION

We addressed the problem of automatic software pipelining for heterogeneous platforms. Identifying the inter-dependency between stage identification and scheduling as the key conceptual challenge for heterogeneous pipelining, for which we provide a solution. We presented AHP, a framework requiring minimal programmer effort to automatically generate an optimized heterogeneous pipelined implementation of an annotated C++ application. We demonstrated the benefits of AHP through three case studies on two heterogeneous platforms.
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