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ABSTRACT

The introduction of the Wi-Fi 6E standard operating in the 6GHz

frequency band is a serious threat for IoT systems based on ultra-

wideband technology, as they share portions of the same spectrum.

Wi-Fi 6E devices can in fact support channel bandwidths up to

160MHz and operate at a much higher transmission power com-

pared to ultra-wideband devices, which may lead to severe coexis-

tence issues and degraded performance. However, whether and to

which extent the performance of ultra-wideband systems worsens

due to Wi-Fi 6E interference has not been investigated in detail yet.

In this paper, we fill this gap and study how Wi-Fi 6E traffic affects

ultra-wideband performance. Our experiments on a large-scale

testbed demonstrate that Wi-Fi 6E transmissions may largely dis-

rupt ultra-wideband communications and decrease the accuracy as

well as the precision of ranging measurements, with significant con-

sequences on the efficiency of localization systems. We investigate

in detail the root causes for the degraded performance and derive

empirical observations that can be used to design countermea-

sures mitigating the impact of Wi-Fi 6E interference. These include,

among others, an optimal selection of physical layer settings, as well

as the use of a tight synchronization to prevent a false detection of

Wi-Fi 6E traffic as ultra-wideband frames and an overshooting of the

radio’s automatic gain control. We further devise a technique to de-

tect the presence of Wi-Fi 6E traffic and postpone ultra-wideband

transmissions accordingly. Our experiments demonstrate that these

countermeasures effectively mitigate the impact of Wi-Fi 6E inter-

ference on the performance of ultra-wideband systems.
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1 INTRODUCTION

Ultra-wideband (UWB) is one of the most popular RF technolo-

gies for the design of location-aware IoT applications [2]. The out-

standing time resolution and multipath resilience of UWB radios,

combined with their relatively low power consumption, allows

the development of decimetre-accurate positioning systems and

to support a plethora of application domains, ranging from ro-

bot navigation [42] and asset tracking [28] to car access [19] and

smart manufacturing [33]. The pervasiveness of UWB systems is

expected to increase even further in the coming years, fuelled by the

increasing number of UWB manufacturers, by the rising number

of start-ups and companies betting on this technology, as well as

by the inclusion of UWB transceivers into high-end smartphones.

Coexistence threats on the horizon. Until today, UWB systems

have enjoyed a relatively free RF spectrum, as they operate above

the crowded 2.4 GHz frequency range on channels that do not over-

lap with those used by Wi-Fi. For example, the popular Decawave

DW1000 transceiver supports six channels in the 3245–7030MHz

range that do not overlap with the portion of spectrum at 5GHz

used byWi-Fi devices employing IEEE 802.11a/h/j/n/ac/ax. Recently,

however, countries and regulatory bodies around the world have

started to open the 6GHz unlicensed band for Wi-Fi use, in con-

nection to the release of the Wi-Fi 6E standard, an extension of

IEEE 802.11ax that allows Wi-Fi devices to operate at 6GHz [15].

Thanks to the additional spectrum capacity, Wi-Fi 6E can support

additional channels with larger bandwidths (up to 160MHz) and un-

locks the highest Wi-Fi data speeds, thus enabling mission-critical

applications that require higher throughput and lower latencies [65].

Whilst the advent ofWi-Fi 6E represents “a significant milestone for

the wireless industry” [15], it is also a serious threat for UWB-based

systems, as the latter share the same spectrum and operate at a sig-

nificantly lower power than Wi-Fi devices. Given the well-known

impact that Wi-Fi devices have on low-power wireless systems op-

erating in the 2.4 GHz ISM band [10], it is of utmost importance to

(i) study any issues resulting from the coexistence betweenWi-Fi 6E

and UWB devices, and to (ii) derive countermeasures allowing

UWB-based systems to sustain a dependable performance. Unfor-

tunately, to date, whether and to which extent the performance

of UWB-based systems is affected by the operations of co-located

Wi-Fi 6E devices has not been investigated in detail and on real

hardware. Moreover, UWB devices do not have the capability to

perform energy detection and hence cannot carry out a clear chan-

nel assessment [11]. Unfortunately, most of the existing interfer-

ence mitigation techniques are based on this prerequisite and thus

cannot be applied directly to UWB systems.

Contributions. This paper addresses these gaps and presents the

first experimental study analysing the impact of Wi-Fi 6E traffic on

the communication and ranging performance of co-located UWB

systems based on the popular DW1000 radio.

We start by performing numerous experiments on a large-scale

indoor testbed in which UWB and Wi-Fi 6E devices coexist, quan-

tifying the performance of both UWB communications (in terms

of packet reception rate) and ranging (in terms of accuracy, pre-

cision, and success rate). We do this for different testbed layouts

and for various configurations of both Wi-Fi devices (e.g., channel

bandwidths, center frequencies, and traffic loads) and UWB nodes

(e.g., data rates, payload lengths, preamble symbol repetitions, and

other physical layer settings). Our results show, among others, that

UWB devices may experience a packet loss up to 96% when two
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nearby Wi-Fi stations are streaming a video, that the probability of

successfully completing a two-way ranging may be as little as 4% in

the presence of Wi-Fi 6E traffic, and that the accuracy and precision

of the obtained ranging measurements may also be slightly affected.

We then investigate the root causes for the degraded performance of

UWB systems using a mixed signal oscilloscope, which allows us to

inspect on a packet level the (in)success of UWB transmissions and

the properties of the estimated channel impulse response (CIR) in

the presence of colliding Wi-Fi frames. This allows us to shed light

on the exact behaviour of UWB systems and to derive empirical

observations that we later use to design countermeasures that effec-

tively mitigate the impact of Wi-Fi 6E interference. Such counter-

measures include, among others, an optimal selection of physical

layer settings and the use of a tight synchronization to prevent a

false detection of Wi-Fi 6E traffic as ultra-wideband frames and an

overshooting of the radio’s automatic gain control.

We further devise a technique to detect the presence of Wi-Fi 6E

interference directly on the DW1000 transceiver, and defer UWB

transmissions accordingly. Our experiments demonstrate that the

use of this scheme, combined with the aforementioned techniques,

allows to effectively mitigate the impact of Wi-Fi 6E interference

and increase the performance of UWB systems by up to 47%.

Paper outline.We provide background information about UWB

and Wi-Fi 6E in § 2. We then present the results from our testbed

experiments quantifying the impact ofWi-Fi 6E on the performance

of UWB systems in § 3. We analyse the causes for this degraded per-

formance and derive important insights in § 4. Building upon these

insights, we enrich UWB devices with several countermeasures to

survive Wi-Fi 6E interference and show their effectiveness in § 5.

After discussing our work’s limitations and the open challenges in

§ 6, we describe related work in § 7 and conclude the paper in § 8.

2 A PRIMER ON UWB ANDWI-FI 6E
We next introduce the UWB andWi-Fi 6E standards, their main fea-

tures, and highlight how they share portions of the same spectrum.

2.1 Ultra-Wideband (IEEE 802.15.4a/z)
UWB is a short-range communication technology that uses ns-level

pulses and that spreads the signal power over a large bandwidth

(≥ than 500MHz or 20% of the center frequency). This reduces the

power spectral density, allows it to resolve individual multipath

components, and provides a granular time resolution enabling pre-

cise estimations of a signal’s time of arrival (ToA). Support for the

UWB physical layer (PHY) was formalized by the IEEE 802.15.4a

task group in 2007 [34] and evolved into the 802.15.4z standard [37].

Packet structure. An IEEE 802.15.4-compliant UWB packet [35]

consists of a synchronization header (used for packet detection and

channel/ToA estimation) as well as a data portion.

Synchronization header (SHR). The SHR contains a preamble and a

start-of-frame-delimiter (SFD) used to indicate the end of the SHR

and the beginning of the data modulation. The preamble is built

by repeatedly sending the same symbols, and its length is mainly

determined by the number of preamble symbol repetitions (PSR). A

preamble symbol consists of standard-defined preamble codes, i.e.,

sequences of either 31 or 127 sub-symbols drawn from a ternary

alphabet (-1,0,1) corresponding to a positive, absent, or negative

Figure 1: UWB packet structure compliant to IEEE 802.15.4.

pulse, respectively. These pulses are equally spread over ≈ 1𝜇s-long
preamble symbols, and the different length of the preamble codes

results in different pulse repetition frequencies (PRF), i.e., the rate at

which pulses are sent. The SFD is also built from preamble symbols

and is 8 or 64 symbols long, depending on the employed data rate.

Note that, if a preamble is detected, but an SFD is not received

within the expected SHR duration, an SFD timeout is triggered [63].

Data portion (DP). The DP is divided into physical header (PHR)

and payload. While the former contains info about the data length

and rate of the upcoming payload, the latter carries the actual data.

Unlike the SHR (which is encoded in single pulses), the DP exploits

a combination of burst position modulation and binary phase-shift

keying. To enhance reliability, error detection/correction codes and

a 1/2 bit convolutional encoder are used in the DP [36]. Specifically,

the PHR includes a 6-bit parity check enabling single bit error

correction and dual bit error detection, whilst the payload uses a

Reed-Solomon (RS) encoder appending 48 parity bits every 330 bits

of data. Uncorrectable errors in the DP trigger data decoding errors.

PHY settings. UWB radios allow to configure several PHY settings

for fine-tuning communication performance. For example, the pop-

ular DW1000 radio allows to configure, among others, the DR, PRF,

frequency channel, transmission power, and the number of PSR.

Preamble symbol repetitions (PSR). Although the IEEE 802.15.4 stan-

dard defines four PSR values (16, 64, 1024, and 4096), the DW1000

radio does not support a PSR of 16 and allows to select additional

values (e.g., 128, 256, and 512). Note that a high PSR increases the re-

liability of the SHR, but at a price of a high energy expenditure [26].

Data rate (DR). The DR defines at which rate the bits of the payload

section are transmitted. This value influences the length of each

symbol (and, therefore, the length of a packet), as well as the length

of the SFD and the DR at which the PHR is sent. Although the

IEEE 802.15.4 standard supports DR up to 27Mbps, the DW1000

radio only supports 110 kbps, 850 kbps, and 6.8Mbps [16].

Pulse repetition frequency (PRF). The PRF defines the mean rate at

which pulses are sent. The PRF of the DP must align with that of the

preamble: thus, setting the PRF affects the choice of preamble code.

The DW1000 radio only supports a PRF of 16MHz and 64MHz.

Frequency channel. The standard defines 16 channels in the sub-GHz

band, the low-band (3 – 4.5 GHz), and the high-band (6 –10GHz) [32].

In this work, we focus on channels 5 and 7 (both supported by the

DW1000). These channels have a center frequency of 6489.6MHz,

and a bandwidth of 499.2 and 1081.6MHz, respectively.

Transmission power (TX power). There are two main regulations dic-

tating the TX power of a UWB radio [1]: the maximummean power

spectral density (which is limited to -43.3 dBm/MHz), and the maxi-

mum peak power of a single UWB pulse passing through a 50MHz

filter (which is limited to 0 dBm). Consequently, the chosen DR and

PRF affect the maximum TX power of UWB systems. The DW1000
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Figure 2: Overview of the (overlapping) channels employed by Wi-Fi 6E and UWB devices operating in the 6GHz band.

radio offers also a “smart TX power control” feature (SmartTX),

which allows to increase the TX power within regulatory limits

when sending short packets with a DR of 6.8Mbps [17].

Packet detection and ToA estimation. To detect a packet, coher-

ent UWB radios cross-correlate the received preamble signal with a

local template signal generated from the preamble code. The cross-

correlation of these two signals ℎ𝑠 (𝑡) is an estimate of the channel
impulse response (CIR), which embeds the multipath propagation

characteristics of the wireless channel between transmitter and

receiver. The DW1000 radio cross-correlates the received preamble

signal in chunks of multiple preamble symbols (8, 16, or 64), and the

number of symbols per chunk can be configured via the preamble

acquisition chunk (PAC) register [17]. The ToA is estimated in two

steps: first, the radio performs a cross-correlation when searching

for the SFD. Then, the receiver uses several channel estimates ℎ𝑠 (𝑡)
and sums them up to produce a final CIR estimate ℎ𝑐 (𝑡). The ToA
is further refined by analysing ℎ𝑐 (𝑡) and identifying the direct path
component (i.e., the first peak of the CIR in line-of-sight conditions).

2.2 Wi-Fi 6E (IEEE 802.11ax)
From its creation in 1999, the IEEE 802.11 specification has been

subject to major advancements over the years and evolved into its

latest version IEEE 802.11ax [40], also known as Wi-Fi 6. Originally

developed for the 2.4 and 5GHz bands, this standard was recently

extended to operate at 6GHz, as countries and regulatory bodies

started to open the corresponding frequencies for unlicensed use.

This version of Wi-Fi, referred to as Wi-Fi 6E, offers additional

contiguous spectrum of up to 1200MHz, allowing high-throughput

and low-latency communication in yet uncongested bands [65].

Wi-Fi 6E supports channel bandwidths (BW) of 20, 40, 80, or

160MHz between 5.925GHz and 7.125GHz (in the U.S.) or be-

tween 5.925GHz and 6.425GHz (in Europe), as illustrated in Fig. 2.

Wi-Fi 6E defines different access classes to account for power reg-

ulations in certain frequency bands to avoid harmful interference

with incumbent technologies, as further described in § 2.3. Follow-

ing these rules, an indoor access point (AP) is allowed to use a TX

power between 18 and 27 dBm, depending on the employed channel

BW, as shown in Fig. 2. Wi-Fi 6E offers features such as multi-user

multiple input multiple output (MU-MIMO) and multi-user orthog-

onal frequency division multiple access (MU-OFDMA) to improve

channel access and spatial re-use. It further introduces a faster mod-

ulation scheme of 1024-QAM (Quadrature Amplitude Modulation)

to enhance throughput. These features can be exploited especially

in the 6GHz band, where legacy devices do not slow down commu-

nication, yielding a theoretical data rate of up to 9.6 Gbps. To ensure

backward compatibility, Wi-Fi 6E uses CSMA/CA for channel ac-

cess and a frame structure akin to previous 802.11 versions [12, 40].

2.3 Coexistence in the 6GHz Band
In the US, the 6GHz band is divided into four sub-bands, referred to

as U-NII-5 to U-NII-8. So far, the U-NII-5/7 bands have been reserved

for fixed point-to-point communication (e.g., reliable backhaul links

and satellite services), while the U-NII-6/8 bands have been mostly

used for mobile television broadcasts [51]. Due to their low TX

power, UWB systems – although unlicensed – have also been al-

lowed to operate in these frequencies, with channels spanning

across all four U-NII bands. In 2020, the Federal Communications

Commission (FCC) opened these bands for unlicensed use, followed

by the European Commission releasing the lower 6GHz band (i.e.,

U-NII-5) earlier this year [20]. These changes raised concerns by

the UWB Alliance [3], as Wi-Fi devices are now also allowed to use

the 6GHz spectrum, potentially introducing harmful interference.

Although the IEEE 802.15.4 specification offers channels also in

other frequency bands, modern UWB chips mostly support only

a subset of them. For example, the DW1000 radio [16] supports

six different channels: four (1–4) in the low-band below 4.5GHz,

and two (5 and 7) in the high-band at 6489.6MHz. Its successor,

the DW3000 radio [18], instead, shifts towards higher frequencies

and supports only channel 5 (at 6489.6MHz) and 9 (at 7987.2MHz).

A similar trend can be seen on the NXP Trimension [52], which

supports channel 5, 6 (at 6988.8MHz), 8 (at 7488.0MHz), and 9.

As shown in Fig. 2, channels 5, 6, and 7 are located in the 6GHz

band and share the same frequencies used by Wi-Fi 6E. Notably,

due to their wide BW, UWB channels have a spectral overlap with

many Wi-Fi 6E channels at once. For example, UWB’s channel

5 overlaps with four out of the seven Wi-Fi 6E channels with a

160MHz BW, whereas UWB’s channel 7 overlaps with all of them.

Simply configuring UWB and Wi-Fi 6E channels such that they use

non-overlapping channels is hence hard, especially in the presence

of several co-existing networks. It is hence crucial to verify experi-

mentally whether there are any coexistence issues, especially given

the low TX power of UWB radios. To the best of our knowledge,

however, there has been no study yet investigating the performance

of UWB systems in the presence of co-located Wi-Fi 6E devices.

3 IMPACT OF WI-FI 6E ON UWB
In this section, we investigate experimentally whether and how

Wi-Fi 6E traffic affects the performance of UWB communication

(§ 3.2), ranging (§ 3.3), and localization (§ 3.4). To this end, we set up

a testbed facility where UWB and Wi-Fi 6E devices coexist (§ 3.1).
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3.1 Testbed Facility
We run our experiments in a testbed facility consisting of 36 UWB

nodes deployed in an office building over an area of roughly 270𝑚2.

Coloured squares mark the location of the UWB nodes in Fig. 3:

orange nodes are deployed across a large hallway, whereas green

nodes are located inside a 25𝑚2 office. We will refer to these two

configurations as hallway and office, respectively. All nodes are

mounted on a rail at 2.7m height from the ground. The UWBdevices

are Decawave MDEK1001 boards embedding a DW1000 radio, and

are connected to Raspberry Pi 4B boards providing power, remote

reprogramming, and the ability to collect diagnostic data and logs.

The testbed also includes five Qualcomm QCN9074 modules on top

of DR6018 v4 boards (marked as red circles in Fig. 3). We use these

devices, which are fully Wi-Fi 6E-compliant, to either generate a

bandwidth-limited UDP traffic using the iperf tool, or to perform

video streaming using multiple (different) clients.

3.2 Impact on Communication

We start by studying the impact that Wi-Fi 6E traffic has on the

UWB communication performance. Our investigation aims to an-

swer the following questions:

• Does Wi-Fi 6E traffic lead to an increased packet loss across

UWB devices? If so, in what form does the loss manifest (e.g.,

no reception, SFD timeouts, data decoding errors)?

• How do different kinds of Wi-Fi 6E traffic affect the transmis-

sions of UWB devices?

• How does the impact vary as a function of the employed fre-

quency channel / bandwidth?

• How does the impact vary as a function of the distance between

devices and for different indoor environments?

• Is the impact more pronounced when using certain PHY set-

tings? Which settings allow to sustain a better performance?

Experimental setup.We configure one UWB node in the testbed

as a sink, and let it periodically broadcast beacon packets at a rate

of 8Hz, while letting the remaining UWB nodes log information

about successful and unsuccessful receptions. To study the impact of

different PHY settings, we run several combinations of channel, PSR,

PRF, DR, PAC, and payload lengths. Tab. 1 summarizes the explored

PHY settings: unless otherwise specified, we use the settings in bold

and node 16 as a sink. For each experiment, we let the sink node

transmit 2500 packets. All experiments are repeated four times,

and make use of the DW1000’s SmartTX feature described in § 2.1.

Unless otherwise specified, we configure the Wi-Fi 6E devices to

operate at maximum power on channel 111 (i.e., center frequency

6495MHz and 160MHz bandwidth). This causes an overlap with

both channel 5 and 7 used by the UWB nodes (see Fig. 2).

PHY setting Value(s)
RF channel 5, 7
Pulse repetition frequency 16MHz, 64MHz
Preamble symbol repetitions 64, 128, 256, 512, 1024
Preamble acquisition chunk 8, 16, 32, or 64 based on PSR [17]
Data rate 110 kbps, 850 kbps, 6.8Mbps
Payload length 16Bytes, 125 Bytes

Table 1: UWB PHY settings used in our experiments. The

default configuration is highlighted in bold.

Figure 3: Map of the UWB testbed used in our experimental

campaign, which included 36 UWB nodes and five Wi-Fi 6E

devices spread over an area of 30×9m. Red circles identifyWi-Fi

devices, whereas orange and green squares mark the position of

the UWB nodes in the hallway and office scenario, respectively.

Figure 4: Impact of Wi-Fi 6E on UWB communication. The

PRR between UWB nodes in the hallway decreases significantly in

presence ofWi-Fi traffic (a). Formany of the unsuccessfully received

UWB packets, the SHR portion could be partly decoded (b).

Wi-Fi 6E impact.We study the packet reception rate (PRR) of UWB

nodes in the absence and presence ofWi-Fi 6E traffic. Given the vari-

able nature ofWi-Fi, we examine different traffic patterns, including

bandwidth-limited periodic traffic, and bursty traffic generated by

one or multiple clients. Periodic Wi-Fi 6E traffic is generated us-

ing iperf, which creates a UDP stream at a fixed bitrate (100 or

400Mbps) from B to A . Bursty traffic is generated by streaming

a 4K YouTube video from device A (serving as AP) to either B

(single-client scenario) or to both B and C (multi-client scenario).

Fig. 4 (a) shows the average PRR for all UWB nodes in the hallway

in the presence and in the absence of Wi-Fi 6E interference. Whilst

the PRR is ≈100% in the interference-free scenario, the UWB nodes

experience on average a packet loss of about 48% and 65% in the

presence of the periodic traffic generated by iperf for a bitrate

of 100 and 400Mbps, respectively. The average packet loss when

streaming a YouTube video using Wi-Fi 6E is about 16% and 45%

for a single client (SC) and for multiple clients (MC), respectively.

The differences in PRR trace back to the diverse channel occupancy

of periodic and bursty traffic: video streaming is often buffered, and

hence creates large white spaces in which UWB transmissions are

successful. In contrast, the white spaces left by iperf are much

shorter, which increases the chances for UWB packets to be hit.

As soon as the number of clients grows, the channel occupancy

increases drastically, resulting in a significant drop of the PRR.

Fig. 4 (b) depicts how the packet loss manifests at the UWB nodes:

interestingly, only a few packets are never received (approx. 10%).

In most of the cases, the receiver either experiences a SFD timeout

(SFDTO), a PHR error (PHE), or a data decoding error (DDE), which

indicates that (portions of the) SHR could be decoded successfully.

Wi-Fi 6E impact across the 6GHz band. Using the same setup,

we study the impact of Wi-Fi 6E traffic on UWB communication

performance for hallway nodes as a function of different channel

and BW configurations. In this and the following analyses, we focus

on periodic traffic (iperf at 100Mbps), as this results in a higher
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Figure 5: Impact of Wi-Fi 6E on UWB communication for

different channel and bandwidth configurations. The use of

an UWB channel with a larger bandwidth increases performance

only minimally (a). The impact on PRR is severe regardless of the

channel bandwidth employed by the Wi-Fi 6E devices (b), leading

to a significant packet loss across UWB communications.

Figure 6: Wi-Fi 6E impact on each UWB node in hallway

and office. In the hallway, UWB nodes in close proximity to a

Wi-Fi device exhibit the highest loss, but also the PRR of nodes that

are 25m away from the Wi-Fi device is severely affected (a), (b). In

the office, a Wi-Fi device coexisting with UWB nodes in the same

room may cause an almost complete disruption of UWB links (c).

reproducibility and leads to a packet loss that is not as extreme as

when streaming a video from multiple clients. Fig 5 (a) shows that

the impact ofWi-Fi 6E traffic is, as expected, strongest whenmaking

use of frequencies that align with the center of a UWB channel.

In such cases (i.e., when using Wi-Fi channel 79 and 111, which

overlap with the middle portion of UWB channels 5 and 7), one can

see the benefits of using a larger bandwidth: UWB channel 7 (with

its 1080MHz bandwidth) exhibits a slightly better performance

than channel 5 (490MHz bandwidth only). Note that also a partially

overlapping Wi-Fi channel affects UWB communication: this can

be seen when using Wi-Fi channel 47 (center frequency 6.195GHz).

Fig. 5 (b) further shows that the packet loss is severe regardless of

the bandwidth employed by the Wi-Fi 6E devices. Even when using

channels with 20, 40, or 80MHz bandwidth, the average PRR of the

hallway nodes decreases below 40%. This is noteworthy, given that

the TX power of Wi-Fi 6E decreases with the channel bandwidth, as

detailed in § 2.2, and is in line with theoretical studies showing that

even narrowband interference may harm UWB transceivers [5, 57].

Wi-Fi 6E impact across different locations. We explore how

the PRR varies as a function of the distance from the Wi-Fi 6E

device(s), and for different environments. Fig. 6 (a) shows that the

impact on PRR is more pronounced when an UWB node is in close

proximity to a Wi-Fi device (node 15 is 80 cm away from B , which

is transmitting with iperf). Nevertheless, the PRR is low also for

UWB nodes that are ≈25m away from B , e.g., node 7, 25, and 35.

We perform the same analysis using node 35 as sink, and present its

results in Fig. 6 (b). We can observe that the PRR of the UWB nodes

in proximity of B drops to zero: this is due to the larger distance

from the sink node compared to the previous case. Note that in

both figures, non-line-of-sight (NLOS) conditions may contribute

to the decrease in PRR: this is particularly visible at node 11.

We further investigate the PRR of the nodes deployed in office

while letting device E stream UDP data using iperf at 100Mbps

Figure 7: Impact of Wi-Fi 6E as a function of different PSR,

DR, and payload lengths (hallway). Very short and long pream-

bles, as well as high DR and long payloads decrease the chances to

receive UWB packets in the presence of Wi-Fi 6E traffic.

to D . Fig. 6 (c) shows that no node achieves a PRR higher than 46%

and that some nodes experience a complete packet loss. This hints

that the connectivity between UWB nodes co-located in a small

roomwith aWi-Fi 6E device may be largely disrupted. Note that the

variance in PRR in office is significantly higher than in hallway.

Wi-Fi 6E impact as a function of different PHY settings.We

study how the PRR varies as a function of the different UWB PHY

settings introduced in § 2.1 (PSR, DR, PRF, and PAC). To this end,

we observe the accumulated errors and distinguish between SFD

timeouts (SFDTO), occurring when detecting a preamble but not an

SFD, PHR errors (PHE), occurring when a PHR could not be detected

despite the SFD reception, and data decoding errors (DDE) due to

errors in the DP. Correctly received packets are identified as RXOK.

Data rate and preamble length. According to [26], a higher number

of PSR increases the reliability of UWB communications: these find-

ings could be confirmed experimentally in our testbed in absence

of Wi-Fi 6E traffic. However, the same does not hold true in the

presence of Wi-Fi 6E interference. Fig. 7 shows the distribution of

accumulated errors and correctly-received packets as a function of

different data rates, preamble lengths1, and payload lengths. The

depicted results suggest that a higher number of PSR decreases the

probability of a successful packet reception: this is because a longer

preamble is more likely to be hit by a Wi-Fi packet. At the same

time, also a lower number of PSR decreases the reliability in the

presence of Wi-Fi interference. According to Fig. 7, the best perfor-

mance can be achieved using 256 PSR: the reasons behind this are

investigated in § 4. Fig. 7 also hints that a lower data rate (110 kbps)

increases the robustness of the data portion and reduces the number

of data decoding errors. This better performance, however, comes at

a 31x increase in energy consumption, as highlighted in [26]. An-

other observation is that the sum of SFDTO, PHE, DDE, and RXOK is

higher than 100%: as detailed in § 4, it seems that the high power of

Wi-Fi 6E signals tricks the UWB receiver in believing that there is

a preamble even when there is no UWB packet in the air, leading to

an SFD timeout. Because of this, an UWB transceiver may unneces-

sarily remain in listening mode, increasing the energy expenditure.

This effect is more pronounced at higher data rates, which might

be due to the increased RX sensitivity of these configurations [16].

PRF and PAC size. We finally investigate the role of the PRF and

PAC. A higher PRF corresponds to a larger number of pulses trans-

mitted within a symbol (see § 2.1) and is thus considered to increase

reliability [26]. Fig. 8 (a) shows that, in the presence of Wi-Fi 6E

1Note that, for PSR=64, we employ the register settings proposed in the DW1000 user
manual [17], and do not make use of the dwt_configurefor64plen() API function.
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Figure 8: Impact of Wi-Fi 6E interference on UWB commu-

nications as a function of different PRF and PAC settings

(hallway). The use of a larger PRF and PAC slightly increases the

reliability of UWB transmissions in the presence of Wi-Fi 6E traffic.

traffic, increasing the PRF from 16 to 64MHz leads to an in increase

of PRR by 6%. It is worth noting that, due to the limited number of

pulses, the TX power is higher when using a PRF of 16MHz: yet,

this configuration yields a worse performance. The chosen PAC

does not seem to have an impact on successful packet receptions,

as shown in Fig. 8 (b). However, while the PRR is hardly affected,

the sensitivity of the receiver increases, resulting in a large num-

ber of SFD timeouts and in a large number of false positives, i.e.,

Wi-Fi 6E frames being detected as UWB preambles. In these cases,

the receiver is ‘locked’ to a Wi-Fi 6E packet and might miss actual

UWB traffic: the use of a short PAC should thus be avoided.

3.3 Impact on Ranging
We analyse next the impact of Wi-Fi 6E traffic on the UWB ranging

process, as well as on the accuracy and precision of the estimated

distances. Our investigation aims to answer the following questions:

• Does Wi-Fi 6E traffic affect UWB ranging? If so, what is the

likelihood to successfully complete a two-way-ranging in the

presence of Wi-Fi 6E interference?

• Is there an impact on the ranging precision and accuracy? If

so, how does the impact vary as a function of the number of

PSR and of the distance from the interfering Wi-Fi 6E device?

Experimental setup.We let the nodes in the testbed facility de-

scribed in § 3.1 estimate their distance by performing a single-sided

two-way ranging (SS-TWR). We focus on SS-TWR, as this requires

the transmission of only two packets and has significantly more

chances to successfully complete under Wi-Fi 6E interference than

its double-sided counterpart, as discussed next. Specifically, ranging

is performed between pairs (𝐼 , 𝑅) of nodes, consisting of an initia-
tor (𝐼 ) and a responder (𝑅), where 𝐼 sends a POLLmessage, to which
𝑅 replies with a RESP message. We select pairs of nodes in both

hallway and office, and compare the estimated distances in the

presence of Wi-Fi 6E interference to those obtained in absence of it.

We quantify how close the distance values are to each other (preci-

sion) by computing the width of the interval in which 95% of the

samples lie, i.e., we compute 𝑃95 = 𝑄 (0.975) −𝑄 (0.025), with𝑄 (𝜙)

being the 𝜙𝑡ℎ quantile. We also quantify how close a distance value

𝑥 is to those measured in absence of interference (accuracy) by com-
puting𝑀𝑒𝑟𝑟 = 𝑥 −𝑥𝑚 , where 𝑥𝑚 is the median value of the first 100

samples of the first run of experiments in absence of interference.

We use the values measured in absence of interference as baseline

instead of the true distance between nodes to avoid the introduction

of calibration-specific bias in our results. Furthermore, we quantify

the ranging success ratio 𝑅𝑆𝑅 = 𝑃𝑅𝑅𝑝𝑜𝑙𝑙 · 𝑃𝑅𝑅𝑟𝑒𝑠𝑝 , where 𝑃𝑅𝑅𝑝𝑜𝑙𝑙
and 𝑃𝑅𝑅𝑟𝑒𝑠𝑝 are the PRR of the POLL and RESP message, respec-

tively. Note that, unless both messages are successfully received,

the distance between the two devices cannot be estimated.

Figure 9: Ranging success ratio in the presence of Wi-Fi 6E

interference for Hallway (a) and office (b). The 𝑅𝑆𝑅 is as

low as 4% in office and is 100% in hallway for node pairs that are

at more than 15m distance from the interfering Wi-Fi 6E device.

Figure 10: CDF of the ranging error. Dashed lines mark the

median error. Wi-Fi 6E traffic increases the error by a few cm.

We study the ranging performance in both office and hallway.

In office, we perform experiments using node pairs (36,26), (36,27),

(36,28), (36,32), (36,33), and (36,34) whileWi-Fi 6E traffic is generated

between device E and D . In hallway, we perform experiments

using node pairs (17,15), (18,14), (19,13), (22,10), (23,9), (24,8), and

(25,7), while Wi-Fi 6E traffic is generated between device B and A .

All pairs in hallway have the same distance (265 cm): this allows

us to analyse how the ranging accuracy and precision varies as

a function of the distance from the interfering device. For each

pair, we perform 1000 ranging attempts in absence and presence

of Wi-Fi interference and repeat each experiment three times. We

apply the default PHY settings listed in Tab. 1 and further study the

use of two different PSR (256 and 1024). Wi-Fi 6E traffic is generated

on channel 111 using iperf at 100Mbps, as described in § 3.2. In

absence of Wi-Fi 6E traffic, we observe a 𝑅𝑆𝑅 of 1 for all node pairs.

Wi-Fi 6E impact on ranging success probability.We investigate

the ranging success probability and plot in Fig. 9 separately 𝑅𝑆𝑅,
𝑃𝑅𝑅𝑝𝑜𝑙𝑙 , and 𝑃𝑅𝑅𝑟𝑒𝑠𝑝 for each pair in both hallway and office.

Fig. 9 shows that the RSR in office is on average as low as 10% and

never above 19%. This shows that when a Wi-Fi 6E device coexists

with UWB nodes in a small room, the likelihood to successfully

obtain a distance estimate is very low. The pairs in hallway that

are in close proximity to device B , i.e., (17,15) and (18,14), also

exhibit a lower 𝑅𝑆𝑅, whereas pairs of nodes that are located more
than 15m away can successfully range in almost 100% of the cases.

Note that 𝑃𝑅𝑅𝑝𝑜𝑙𝑙 < 𝑃𝑅𝑅𝑟𝑒𝑠𝑝 for pairs (17,15), (18,14), and (19,13):
this is because B is closer to the responder node, which lowers

the chances to successfully receive a POLL message. Furthermore,

the reception of a POLL message allows a node to precisely turn

on its radio shortly before the RESP message is sent, practically

implementing a synced reception: as we show in § 4, this avoids a

gain reduction in the radio’s AGC affecting message reception.
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Figure 11: 𝑃95 interval of the ranging measurements in the
absence and presence of Wi-Fi 6E interference. The ranging

precision worsens by 10 cm across all nodes under interference and

deteriorates especially for pairs in proximity of the Wi-Fi device.

Wi-Fi 6E impact on precision and accuracy. Fig. 10 shows the

cumulative error distribution (CDF) of the error (𝑀𝑒𝑟𝑟 , solid lines)

as well as the median error (MedE, dashed lines) for hallway and

office pairs in the absence and in the presence of Wi-Fi 6E inter-

ference. The MedE is a few cm higher in the presence of Wi-Fi 6E

traffic, indicating that the accuracy of the ranging measurements

slightly decreases. The MedE between a pair of nodes in the hall-

way and office configuration is 3.4 and -6.4 cm, respectively, when

using a PSR of 256. Interestingly, the MedE is always positive for

hallway nodes far from the Wi-Fi 6E device, but mostly negative

for nodes in the office. Furthermore, the maximum ranging error

we observed for a single measurement amounts to as much as 50m

and 29m under interference in the hallway and office (at most

12.3 cm in interference-free experiments), indicating that there may

be exceptionally high outliers when ranging under interference.

We further quantify the precision of the ranging measurements in

Fig. 11, which shows the 𝑃95 interval for both hallway and office
for different PSR. When Wi-Fi 6E interference is present, the 𝑃95
interval increases by ≈10 cm across all nodes, indicating that the

precision of ranging worsens compared to the one in absence of

interference. Pair (17,15) experiences a particularly high decrease

in precision: this is due to the proximity of node 15 to device B .

However, the precision is even affected at nodes with a distance of

more than 15m from device B .

Given the results shown in Figs. 10 and 11, the number of PSR does

not seem to play a key role w.r.t. the decrease in ranging accuracy

and precision: a shorter PSR yields slightly better results for nodes

in very close proximity to Wi-Fi 6E, but the general trends are

similar for PSR=256 and 1024.

3.4 Repercussions on Localization Systems

The results shown in § 3.2 and § 3.3 highlight several implications

for UWB-based localization systems. In fact, the lower reliability of

UWB communications in the presence of Wi-Fi 6E traffic decreases

the ranging success probability whenever a node is in close proxim-

ity to aWi-Fi device. Considering that classical localization systems

require a tag to carry out a TWR to several anchors to unambigu-

ously derive its position, it is very likely that tens of attempts are

necessary before a position can be computed successfully. This is

especially true in smaller rooms like office, where the RSR is as low

as 4% when performing a SS-TWR (Fig. 9), and for alternative TWR

schemes that involve the exchange of more messages (such as the

DS-TWR). We verify this experimentally by manually placing a tag

in both office and hallway, and by letting it perform a SS-TWR

to three surrounding anchors to derive its position (where a suc-

cessful ranging to all three anchors is needed for an unambiguous

estimate). We observe that only 3% and less than 1% of the localiza-

tion attempts are successful in hallway and office, respectively –

confirming the detrimental effects of Wi-Fi 6E interference on the

usability of UWB localization systems based on TWR.

4 ANATOMY OF WI-FI 6E IMPACT ON UWB

In this section, we investigate the impact of Wi-Fi 6E on UWB com-

munication and ranging at a packet level, so to gain insights on the

root causes for the reduced performance that can be used to derive

possible countermeasures. We do this by examining the collisions

between Wi-Fi and UWB packets in the time domain using a mixed

signal oscilloscope, which allows us to clearly identify the exact

portion(s) of UWB packets being hit by Wi-Fi 6E traffic. After intro-

ducing the experimental setup (§ 4.1), we show that Wi-Fi 6E traffic

affects the reception of UWB packets not only when colliding in the

air, i.e., when the Wi-Fi and UWB packets overlap partially in time

(§ 4.2), but also when being transmitted shortly before the arrival of

an UWB preamble (§ 4.3). We then analyse how the CIR estimated

by UWB radios is affected by the presence of Wi-Fi 6E traffic (§ 4.4).

4.1 Experimental Setup

We place two UWB nodes at 1.8m distance and let them exchange

packets while logging statistics about their reception as well as

DW1000-specific information (including the value of several regis-

ters and the estimated CIR). We use a Keysight MSO-S 254A mixed

signal oscilloscope to capture the exact time interval when UWB

and Wi-Fi 6E packets are on the air and save the corresponding

traces (see Fig. 13 for an example). By using an RF mixer along

with an oscillator, the UWB and Wi-Fi 6E signals in the 6GHz band

are down-converted to satisfy the bandwidth limitations of the

oscilloscope and to minimize the amount of collected data.

We pick one UWB node as transmitter and one as receiver: before

sending each packet, the transmitter uses a GPIO pin to trigger

the receiver (to turn on its radio) and the oscilloscope (to start a

measurement). We also use GPIO pins to monitor the DW1000

interrupts [17], so to reveal the time at which preamble and SFD

are detected. A Python-based control software configures the UWB

modules with given PHY settings, initiates the packet transmissions,

and collects/stores the data for later analysis2.

Wi-Fi 6E traffic is generated using two Qualcomm QCN9074

devices, with the sender placed at ≈ 2 and 3.3m from the UWB

transmitter and receiver, respectively. As it is not possible to pre-

cisely schedule the Wi-Fi packet transmissions in time (and thus,

to generate collisions with specific portions of the UWB packets),

we make use of a brute-force approach in which we let the two

Wi-Fi devices continuously exchange data and later post-process

the recorded oscilloscope traces to find out whether a collision oc-

curred and in which portion of a UWB packet. The Wi-Fi 6E traffic

is generated using iperf to create a UDP stream at a fixed 100Mbps

bitrate, as outlined in § 3. We collect more than 48 hours of traces

and analyse more than 16000 individual packet transmissions.

2The used dataset and scripts are available at https://doi.org/10.5281/zenodo.5602861
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Figure 12: Breakdown of the UWB reception errors depend-

ing on the position of the Wi-Fi 6E hit. An UWB receiver is

unlikely to recover from a hit in the SFD, PHR, and data portion.

Preamble length (symbols) 64 128 256 512 1024
Recovered packets with
single hit in preamble (%) 5.9 27.8 56.4 57.4 61.9

Max. length of preamble hit
for recovered packets (µs) 28 93 134 258 396

Packets with multiple
hits in preamble (%) 23.0 22.9 26.5 58.4 91.44

Recovered packets with one
or more hits in preamble (%) 7.6 41.0 60.7 42.3 27.9

Table 2: Number of hit/recovered UWB packets depending

on the preamble length. Although longer preambles allow to

recover from a Wi-Fi 6E hit, they are also more likely to be hit

multiple times, which results in a lower reception probability.

4.2 Impact of Overlapping Wi-Fi 6E Traffic

We start by investigating the UWB reception errors as a function

of the position at which the UWB packet is hit by Wi-Fi 6E traffic.

Similar to § 3, we distinguish between SFD timeouts (SFDTO), PHR

errors (PHE), data decoding errors (DDE), and correctly-received

packets (RXOK). We further consider receiver timeouts (RTO), which

refer to packets that are completely missed. Fig. 12 (a) shows the

error distribution depending on the position of the Wi-Fi 6E hit for

PSR=256 and the other default settings listed in Tab. 1. We observe

that some portions of an UWB packet are more robust to interfer-

ence. While the number of RXOK remains high despite a hit in the

preamble, the UWB receiver is more unlikely to recover from a hit

in the DP, and almost never receives a packet when Wi-Fi 6E traf-

fic overlaps with SFD or PHR (note: we observe similar trends for

other PSR configurations). We discuss next which PHY settings are

favourable to ‘survive’ a Wi-Fi 6E hit in the preamble or in the DP.

The role of the preamble.As observed in our testbed experiments (§ 3),

configurations with a long preamble (i.e., with a high number of

PSR) exhibit a lower PRR in the presence of Wi-Fi 6E interference.

There are two opposing factors leading to this. On the one hand,

the longer the preamble, the higher the probability of a collision

with Wi-Fi traffic. On the other hand, the UWB receiver is more

likely to recover from a Wi-Fi hit when using a long preamble.

These trends are supported by Tab. 2, which shows that the UWB

receiver is more likely to recover from a singleWi-Fi 6E hit and that

it can recover even when the Wi-Fi 6E collision is longer. However,

depending on the level of interference, the ability to recover from a

Wi-Fi 6E hit thanks to a longer preamble may be outweighed by the

increased probability of multipleWi-Fi hits. Thus, the total number

of recovered packets starts to decline in case of multiple hits. This

explains why a PSR of 256 represented the best trade-off in our ex-

periments shown in § 3.2. Consequently, the use of larger preamble

sizes is only advisable if Wi-Fi 6E interference is relatively low.

Figure 13: Oscilloscope traces after post-processing and the

addition of timing information from the DW1000 receiver.

The red and orange bars mark the instant in which the DW1000

receiver detects the preamble and the SFD, respectively. UWB re-

ceivers can receive frames despite Wi-Fi 6E hits (a), (b). UWB re-

ceivers falsely identify a Wi-Fi 6E frame as a preamble (c) or an SFD

sequence (d), which results in a SFDTO or PHE.

The role of the payload. In UWB frames, the DP is encoded using RS

codes. As shown in § 3.2, the RS error correction is almost entirely

successful for lower data rates (110 kbps). For faster data rates

(6.8Mbps), however, a larger number of data decoding errors occur

with increasing payload length. When using a DR of 6.8Mbps, a

payload is sent quickly (i.e., within a minimum of 6 to a maximum

of 150 𝜇s). While this is beneficial to avoid collisions, it makes the

recovery fromWi-Fi 6E hits unlikely despite the RS error correction.

In fact, our experiments reveal that frames experiencing Wi-Fi 6E

interference in the DP can only be restored if the packet is hit at

the very end of the payload (i.e., within the last 3 µs). Considering

that the length of a Wi-Fi 6E frame typically exceeds the length of

the UWB data portion, the applicability of error correcting codes is

limited: hence, the payload should be kept as short as possible.

4.3 Impact of Non-Overlapping Wi-Fi 6E Traffic

Our experiments also show that even the mere presence of Wi-Fi 6E

traffic before the transmission of an UWB packet may affect its

reception. We identify two main reasons contributing to this effect.

Wi-Fi 6E tricking the UWB decoder. The first problem has already

been observed in § 3.2, where for certain PHY settings, the number

of reported (and erroneous) receptions exceed the number of actu-

ally transmitted packets, indicating that the UWB receiver falsely

classifies Wi-Fi 6E packets as UWB preamble symbols. We confirm

this assumption by closely monitoring the detection time of pre-

amble and SFD according to the measured DW1000’s interrupts.

Fig. 13 (c) and (d) show two examples where the UWB receiver

wrongly classifies Wi-Fi 6E. In Fig. 13 (c), a Wi-Fi 6E frame is identi-

fied as a UWB preamble, resulting in an SFD timeout and a missed

UWB packet. In Fig. 13 (d) the UWB receiver detects a valid pre-

amble, but identifies a SFD sequence within the Wi-Fi 6E packet.

Hence, a PHR error is triggered and the frame cannot be decoded.

Wi-Fi 6E tricking the AGC.We observe reception errors also if there

is neither a collision with Wi-Fi 6E packets nor a misclassification

thereof. These cases occur only if a Wi-Fi 6E packet is transmit-

ted directly before the UWB preamble. As shown in Fig. 14 (a), the
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Figure 14: Number of reception errors when Wi-Fi 6E traffic

is generated shortly before the UWB packet. The high power

of Wi-Fi 6E signals causes the AGC to reduce the gain, leaving the

UWB receiver insensitive to incoming frames.

number of reception errors increases the closer the Wi-Fi 6E frame

appears before the UWB packet. We identify the DW1000’s auto-

matic gain control (AGC) as reason for this behavior. The AGC

adjusts the gain of the receiver depending on the perceived signal

strength. Due to the high power of Wi-Fi 6E signals, their presence

causes the AGC to reduce the gain, thus leaving the UWB receiver

insensitive to incoming frames. When observing the DW1000 re-

ceiver’s AGC status register (AGC_STAT1) values, there is indeed

a correlation between the status of the AGC and the number of

reception errors, as shown in Fig. 14 (b). We will use this correlation

in § 5 to detect and mitigate the presence of Wi-Fi 6E traffic.

The benefits of a tight synchronization. To mitigate the afore-

mentioned problems, we introduce a tight synchronization between

UWB transmitter and receiver. Using the setup described in § 4.1,

we let the transmitter use its GPIO pins to inform the receiver about

upcoming UWB frames, such that the latter turns on its radio 𝑡𝑠𝑦𝑛𝑐
before the expected UWB frame. Fig. 12 compares the reception

errors in case of tight (𝑡𝑠𝑦𝑛𝑐 = 20𝜇s) and loose synchronization
(𝑡𝑠𝑦𝑛𝑐 = 800𝜇s). A tight synchronization clearly allows to eliminate

the reception errors due to non-overlapping Wi-Fi 6E traffic, as the

latter is no longer falsely detected as UWB frames. Additionally, the

number of reception errors in case of a Wi-Fi 6E hit in the preamble

decreases. As a tight synchronization does not allow the AGC to re-

act to these Wi-Fi 6E packets early, the receiver sensitivity remains

high and a packet reception is rather likely despite a Wi-Fi 6E hit.

4.4 Impact of Wi-Fi 6E on the Estimated CIR

The CIR estimate is used to derive the ToA and is thus crucial for

the ranging process (see § 2.1). The DW1000 radio offers several

diagnostic registers to assess the quality of the CIR, including the

maximum peak amplitude (PA), i.e., the maximum amplitude in the

CIR estimate, and the total CIR power (PCIR), i.e., the sum over

the squared samples of the CIR. We study how these indicators are

affected under Wi-Fi 6E traffic, as a low-quality CIR estimate may

be the reason for the decreased ranging accuracy observed in § 3.2.

We use the setup described in § 4.1, and examine PCIR and PA as a

function of the time in which an UWB frame is hit, as shown in

Fig. 15 (a). We consider only correctly-received frames (RXOK), as

SS-TWR requires the reception of both POLL and RESP messages.

Impact of overlapping Wi-Fi 6E traffic.When Wi-Fi 6E hits the pre-

amble, two different trends can be observed and associated with

the scenarios depicted in Fig. 13 (a) and (b). In the first case, the

Wi-Fi 6E collision occurs in the beginning of the UWB frame, such

that the preamble detection is delayed. In Fig. 15 (a), these cases are

indicated by lighter colors, as the color corresponds to the time of

the preamble detection event. If the preamble detection is delayed

Figure 15: Impact of overlapping and non-overlapping

Wi-Fi 6E traffic on key CIR properties. PCIR and PA decrease

when Wi-Fi 6E traffic is present before or during the beginning of

an UWB frame, and increase if Wi-Fi 6E hits the preamble later on.

(lighter color), the UWB receiver can accumulate only a limited

number of preamble symbols, resulting in a decreased PA and PCIR.

The effect is stronger if the end of the Wi-Fi 6E hit comes later, as

this time directly correlates with the number of missed preamble

symbols. We assume that a decrease of PA and PCIR affect the qual-

ity of the ToA estimation, as it impedes the identification of the

CIR’s first peak. Once the end time of a Wi-Fi 6E frame exceeds a

certain limit, an opposite trend can be observed, and corresponds to

the scenario depicted in Fig. 13 (b). There, a Wi-Fi 6E packet occurs

after the UWB receiver has detected a valid preamble. The receiver

thus starts to cross-correlate and sum up preamble symbols as well

as the interferingWi-Fi 6E frame. As a consequence, PCIR increases

significantly, hinting that the CIR estimate (and thus the ranging

process) might be distorted.

Impact of non-overlapping Wi-Fi 6E traffic. The CIR properties are

also affected if there is no actual collision. PA and PCIR start to

decrease even if Wi-Fi 6E traffic ends more than 400 𝜇s before the
UWB transmission. Similar to § 4.3, we suspect the DW1000’s AGC

to be the cause, and introduce a tight synchronization to mitigate

the negative impact of non-overlapping Wi-Fi 6E traffic. As shown

in Fig. 15 (b), a synchronization does not only allow to avoid a

decrease of PA and PCIR if Wi-Fi 6E traffic occurs before UWB, but

also when Wi-Fi 6E hits the beginning of the UWB frame.

5 DEALINGWITHWI-FI 6E INTERFERENCE

Based on the insights derived in § 4, we propose and implement next

some countermeasures that help to effectively mitigate the impact

of Wi-Fi 6E traffic, and evaluate their performance experimentally.

Late wake up (SYNC). As Wi-Fi 6E traffic occurring shortly before

an UWB transmission may cause an overshooting of the AGC and

the false detection of Wi-Fi frames as UWB preambles (§ 4.3), a first

simple countermeasure consists in letting the UWB receiver wake

up just in time to receive the sent message. To this end, we develop

a synchronization scheme between the UWB nodes in our testbed.

Specifically, we let the sink node transmit messages in a strictly

periodic fashion using a pre-defined interval. The receiver nodes,

aware of this interval, make use of the superior time resolution of

UWB to wake-up just before the packet is on the air. After receiving

the first packet, the receivers derive a timestamp indicating when

the next transmission is expected, and continuously refine its value
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Figure 16: Oscilloscope trace of Wi-Fi 6E traffic and corre-

sponding AGC_STAT1 register values. The AGC_EDG1 value can
be used to detect ongoing Wi-Fi 6E traffic.

Figure 17: Effectiveness of the proposed countermeasures

against Wi-Fi 6E interference for UWB communication. SYNC

is most effective in office; CCA improves the PRR especially in

hallway. The improvements depend on the type ofWi-Fi 6E traffic.

at each subsequent message reception, so to account for clock drifts.

This approach can easily be integrated into existing TDMA-based

protocols, given that a tight synchronization is possible.

DetectingWi-Fi 6E traffic&deferring transmissions (CCA).The
large majority of UWB frames hit by Wi-Fi 6E traffic result in a re-

ception error (§ 4.2). It is hence crucial to detect and avoid Wi-Fi 6E

collisions. In traditional wireless protocols, this can be accomplished

by performing a clear channel assessment (CCA), i.e., by measur-

ing the energy at the antenna pins, and by comparing it with a

given threshold. Unfortunately, the energy detection feature that

is typically used to implement CCA functionality on IEEE 802.15.4

narrowband transceivers is not available on UWB radios [11]. How-

ever, we have noted a correlation between the AGC status regis-

ter and the presence of Wi-Fi 6E traffic in § 4.3 (see Fig. 14), and

we can exploit it to detect and avoid overlapping Wi-Fi 6E traffic.

Specifically, we use the AGC_STAT1 register to estimate the energy

on the channel before a transmission. Although a single estimation

takes ≈ 𝑡𝐴𝐺𝐶 = 70𝜇 s, the register values clearly allow to detect

Wi-Fi 6E activity, as depicted in Fig. 16, and have two nice proper-

ties. First, the detection of Wi-Fi 6E traffic is reliable even at large

distances (e.g., when there are > 20m between UWB receiver and

Wi-Fi device). Second, UWB frames hardly affect the value (note

the black lines in Fig. 16), i.e., one does not mistake UWB activity

for Wi-Fi 6E traffic. Consequently, we let an UWB transmitter sam-

ple the AGC_STAT1 register 𝑛𝐶𝐶𝐴 times, compare its value against

a threshold 𝐶𝐶𝐴𝑡ℎ𝑟 , and defer transmissions until either 𝑛𝐶𝐶𝐴 is

reached, or until any detected Wi-Fi 6E activity has ceased.

Selecting optimal PHY settings (OPT). Based on the results in
§ 3, also an optimal selection of PHY settings and the use of short

payload lengths is crucial to mitigate the impact of Wi-Fi 6E inter-

ference. We hence make use of PSR=256, PRF=64, and a payload

length of 16 bytes, in agreement with the findings presented in § 3.2.

Evaluation of the proposed countermeasures.We reuse the

same testbed setup as in previous experiments to check the effec-

tiveness of the proposed countermeasures in hallway and office.

Impact on communication.Weuse node 16 (hallway) and 36 (office)

as sink, and compare the PRR of the proposed enhancements (OPT,

Figure 18: Effectiveness of the proposed countermeasures

when varying the TX power of the Wi-Fi 6E device. OPT, SYNC,

and CCA consistently help increasing the PRR, especially for UWB

nodes deployed in proximity of a Wi-Fi 6E device.

CCA, and SYNC) to the default configuration shown in Tab. 1 (BASE)

in the presence of different sources of Wi-Fi 6E traffic. Note that

both CCA and SYNC make use of the same PHY settings employed

in OPT. For CCA, we empirically choose 𝑛𝐶𝐶𝐴 = 10, compare the

AGC_EDG1 value against 𝐶𝐶𝐴𝑡ℎ𝑟 = 16, and use AGC_EDV2 for fine-

tuning the detection of ceased Wi-Fi activity. Fig. 17 shows how

the proposed countermeasures help improving communication per-

formance. In line with the findings presented in § 3.2, OPT allows

to increase the PRR compared to BASE by up to 25% in the hall-

way, whereas in a challenging office environment OPT does not

bring much of an improvement. In such scenarios where Wi-Fi 6E

interference is very harsh (e.g., where nodes are in close proximity

to the Wi-Fi 6E AP), we observe that SYNC is the most effective

technique. Compared to OPT, the PRR of SYNC increases by up to

47% and 3.5% for office and hallway nodes, respectively, giving a

5x improvement in some cases. In contrast, CCA is mainly beneficial

on nodes that are located far away from the Wi-Fi 6E transmitter,

as the avoidance of collisions does not prevent a reception error

due to the AGC overshooting. The performance of CCA depends on

the type of Wi-Fi traffic: compared to OPT, for hallway nodes, the

PRR improves by 28% for iperf-400 traffic. Instead, for iperf-100,

YouTube-SC and YouTube-MC, the improvement is only of 2%, 0.2%,

and 1%, respectively: this is because in these scenarios the gaps

between consecutive Wi-Fi 6E frames are often as short as 350𝜇s.
Considering an UWB frame length of almost 300𝜇s and a CCA
duration of 𝑡𝐶𝐶𝐴 = 70𝜇s, a collision can hardly be avoided, which
limits the effectiveness of CCA in these cases. It is worth noting,

however, that even for this type of traffic, CCA can be an efficient

countermeasure if the packet length (i.e., the PSR) is short enough.

For example, our experiments show that CCA with a PSR of 64 im-

proves the PRR by 26% even under iperf-100 interference. We

further examine the performance of the proposed countermeasures

depending on different TX power settings of the Wi-Fi 6E router

in the hallway in presence of iperf-100 traffic. Fig. 18 (a) con-

firms that OPT, SYNC, and CCA improve the PRR of BASE regardless

of the Wi-Fi 6E’s signal strength. In Fig. 18 (b) and Fig. 18 (c) we

distinguish between group of nodes that are placed at close (nodes

15 and 17), medium (nodes 13 and 19), and far distances (nodes 7,

8, 24, and 25) from the Wi-Fi 6E transmitter to better characterize

the performance as a function of the distance from the interference

source. In line with the observations in Fig. 17, close nodes profit

most from SYNC, while CCA can slightly improve the PRR for nodes

at larger distances. Note that CCA improves performance by up to

5% and 19% compared to OPT and BASE, respectively, even if nodes

are placed more than 20m from aWi-Fi 6E device transmitting with

only 8 dBm power: this confirms the effectiveness of our solutions.
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Figure 19: Effectiveness of proposed countermeasures against

Wi-Fi 6E interference for UWB ranging. Throughout all con-

figurations, SYNC is most effective in increasing the RSR; OPT is the

most effective in decreasing the 𝑃95 interval.

(a) Impact of UWB on Wi-Fi 6E (b) DW3000 performance

Figure 20: Impact of UWB transmissions on the reliabil-

ity of Wi-Fi 6E communications (a) and vulnerability of the

DW3000 transceiver to Wi-Fi 6E traffic (b). We can observe

that Wi-Fi performance is affected (a) and that also new-generation

UWB platforms suffer from Wi-Fi 6E interference.

Impact on ranging. We also apply OPT, SYNC, and CCA to SS-TWR and

evaluate the improvements w.r.t. the ranging success probability

(RSR) and precision. Note that we apply SYNC and CCA to the POLL

message, while the RESP message is implicitly synchronized as

explained in § 3.3. Fig. 19 shows the average 𝑃95 interval and RSR for
all office pairs and hallway pairs (17,15), (18,14), (24,8) and (25,7).

In line with our previous observations, OPT allows to improve the

RSR in hallway by up to 7% compared to BASE, whilst the highest

improvements on RSR brought by SYNC are found in office (up

to 18% improvement compared to OPT). Interestingly, CCA is more

effective in office, where it gives an improvement of up to 9%.

In hallway, the performance of CCA is mainly limited due to

the experimental setup, i.e., the majority of node pairs experience a

high RSR by default. In office, the increased RSR is based on a high

𝑃𝑅𝑅𝑟𝑒𝑠𝑝 , which might result from a time-dependency between the

POLL message, the RESP message, and the Wi-Fi 6E traffic pattern.

Exploiting these dependencies to further increase RSR is an inter-

esting direction for future work, but outside the scope of this paper.

Finally, we also observe that OPT allows to improve the ranging

precision compared to BASE by up to 18% and 46% in hallway and

office, respectively (for a PSR of 256, the 𝑃95 interval decreases by
up to 4 and 12 cm). SYNC and CCA generally improve performance

compared to BASE, but none of the approaches seems to consistently

outperform OPT on all different configurations. We will carry out

further studies on how to compensate the ranging errors induced

by Wi-Fi 6E interference in future work.

6 DISCUSSION AND FUTUREWORK

Is Wi-Fi 6E affected by UWB? In this work, we have focused

on the impact of Wi-Fi 6E on UWB systems. However, it is also

important to verify whether UWB traffic affects the performance of

co-locatedWi-Fi devices, especially since IEEE 802.15.4 narrowband

devices are known to affectWi-Fi’s performance in the 2.4 GHz band

Figure 21: Impact of Wi-Fi 6E on the reliability of Glossy.

Average reliability of a flood throughout the testbed (a), and PRR on

office nodes for iperf400 (b). N denotes the # of flood repetitions.

when transmitting in close proximity [43]. During our experiments,

we have observed that UWB transmissions do actually affect the reli-

ability ofWi-Fi 6E communications. Fig. 20a shows thatWi-Fi 6E de-

vicesmay experience a degradation of bandwidth up to 71%when an

active UWB node is located less than 50 cm away. We have obtained

this data by configuring device A to use iperf-100 for sending

UDP traffic towards device B , and by manually deploying a UWB

node periodically transmitting data at different distances from B .

The UWB node makes use of the default settings shown in Tab. 1.

These preliminary results show that also Wi-Fi 6E devices may

suffer coexistence problems due to co-located UWB nodes. Investi-

gating in detail these issues is a promising avenue for future work.

Impact ofWi-Fi 6E on newer UWB hardware. Our experiments

have exclusively targeted the popular DW1000 radio. However, the

degraded performance in the presence of Wi-Fi 6E traffic is also

visible in the new generation of UWB transceivers. Specifically,

we quantify the impact on a pair of UWB nodes equipped with a

DW3000 transceiver. In this experiment, the transmitter is mounted

next to node 16, while the receiver is manually placed at different

distances along the hallway, as indicated by blue dots in Fig. 3. The

nodes use the default configuration shown in Tab. 1. Fig. 20b shows

that in presence of Wi-Fi 6E iperf-100 traffic (generated between

device A → B ), the PRR can be as low as 42%, which is in line with

the results in § 3.2. These results hence show that the impact of

Wi-Fi 6E traffic is not limited to the ubiquitous DW1000 platform,

but also affects newer UWB radios. A detailed investigation of how

different hardware platforms are affected byWi-Fi 6E is not possible

due to space constraints and will be investigated in future work.

Concurrent transmissions to the rescue? Recently, a growing

number of low-power wireless protocols leveraging the principle

of concurrent transmissions (CTX) has achieved unprecedented

reliability, latency, and energy efficiency even in harsh RF envi-

ronments [54, 56]. After being widely applied in the context of

IEEE 802.15.4 narrowband systems for reliable and low-latency data

collection and dissemination [70], CTX-based flooding has recently

found its way in UWB systems [44, 62, 63], showing remarkable

performance thanks to the spatial diversity and temporal redun-

dancy of Glossy [22]. It is hence interesting to investigate whether

the use of CTX increases the reliability of UWB systems in the

presence of Wi-Fi 6E interference, given that they enforce a tight

synchronization among nodes, which was shown to be useful in § 4.

While a thorough study of the CTX performance goes beyond the

scope of this paper, we give a preliminary answer to this question

by setting up an experiment as follows. We port the open-source

CTX implementation of Glossy for UWB provided by Lobba et

al. [44] to the MDEK1001 platform used in our testbed (see § 3.1).

We disseminate 8 × 2500 packets from node 16 to all other nodes
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in the testbed (using DR=6.8Mbps, PRF=64MHz, PSR=64, channel

5, and a payload length of 16 bytes), and track the reception of

packets at each node. Fig. 21 (a) shows the average flood reliabil-

ity in the entire testbed when generating iperf traffic between

B→ A and E→ D . The reliability is only ≈ 50% when using a sin-

gle transmission (N=1) and increases but still does not reach 100%

even with several re-transmissions (N=8). Moreover, harsh environ-

ments such as office significantly deteriorate the performance of

flooding. Fig. 21 (b) shows that office nodes receive at most 55%

of the packets under iperf400 despite using N=8. Thus, additional

investigations are necessary to harness the full potential of CTX

in mitigating the impact of Wi-Fi 6E interference on UWB systems:

we will be addressing this in future work.

Performance of concurrent ranging. In this work, we have

focused on standard TWR due to its high usage in real-world ap-

plications. However, concurrent ranging [14, 25] and the use of

quasi-simultaneous transmissions for scalable localization [13, 27]

have recently gained popularity in the community. Based on the

results shown in § 3 and § 4, these schemes are likely to outperform

TWR in the presence of Wi-Fi 6E interference for two reasons. First,

they decrease the number of necessary transmissions. Second, they

rely more on CIR-related information than on payload data. Given

that the SHR can often be decoded despite a Wi-Fi 6E hit (see § 3.2

and § 4.2), these schemes may be less susceptible to interference

than TWR. A full investigation of the performance of these schemes

is beyond the scope of this paper and will be part of future work.

7 RELATEDWORK

The interest of the research community in UWB technology has

soared about a decade ago, after the commercialization of the first

low-cost UWB transceivers compliant to the IEEE 802.15.4 standard.

Since then, a large body of work has proposed algorithms, protocols,

and techniques to build robust, scalable, and efficient UWB-based

positioning systems that can achieve a cm-level accuracy [2].

Performance of UWB communication & ranging. Several stud-

ies have investigated the performance of UWB solutions on real

hardware. For example, Lymberopoulos and Liu [45] have bench-

marked the localization accuracy of various systems under the

same settings, whereas other studies have focused specifically on

the performance under NLOS conditions [48, 60]. Many works have

also studied the impact of different PHY settings configurations

on the performance of both UWB communication [26, 62, 63] and

ranging [14, 24, 49, 50]. However, all these studies were carried out

in ideal environments free of harmful interference for UWB systems.

Coexistence of UWB and Wi-Fi. After the FCC authorized the

unlicensed use of UWB in the 3.1–10.6 GHz frequency range [21],

it was soon observed that this may lead to coexistence issues with

Wi-Fi systems operating at 5GHz. This triggered several studies

simulating the impact of UWB transmissions on IEEE 802.11a net-

works [5, 39, 47] and of IEEE 802.11a traffic on UWB systems [5, 23],

which highlighted that interference can mutually cause a degraded

performance. Other studies in the microwave engineering com-

munity have proposed adjustments to the transceiver design and

the use of non-linear filters to improve UWB performance under

narrowband interference [41, 58]. All these works, however, were

carried out in simulation under very ideal conditions and targeted

UWB before the formulation of the IEEE 802.15.4a standard, which

dictates the characteristics of today’s UWB transceivers. Moreover,

previous studies did not target new Wi-Fi 6E devices but consid-

ered first-generation Wi-Fi platforms following the IEEE 802.11a

standard, whose characteristics are vastly different. Despite the

increasing concerns about the threat posed by Wi-Fi 6E on UWB

performance [61], no work has – to the best of our knowledge –

quantified the impact of Wi-Fi 6E on today’s off-the-shelf UWB

hardware yet. Our study is hence the first work filling this gap.

Wi-Fi interference vs. low-power wireless systems. After the

first measurements highlighting the increasing congestion in the

2.4 GHz band [29, 53, 69], the low-power wireless networking com-

munity has started to deal with the performance degradation caused

by co-located Wi-Fi devices. Several techniques were proposed

to improve the performance of communication protocols in the

presence of external interference [10], ranging from adaptive chan-

nel hopping [64, 66], and RSSI-based recovery [30], to adaptive

CCA [6, 67], and increased redundancy [7, 43]. Several researchers

have also devised techniques to reliably detect and classify interfer-

ence [31, 59, 68]. Furthermore, in recent years, dedicated tools [8, 56]

and competitions [9, 54, 55] have fostered the creation of reliable

protocols that can effectively mitigate the presence of Wi-Fi traffic,

for example by leveraging concurrent transmissions [4, 38, 46, 70].

However, all these works have focused on the impact of Wi-Fi on

IEEE 802.15.4 narrowband systems operating in the 2.4 GHz band.

We are the first to study the impact of Wi-Fi 6E on IEEE 802.15.4

UWB systems, and the first to propose countermeasures to effec-

tively mitigate it. We also tackle the lack of a CCA feature in UWB

radios [11] and propose a technique that achieves a similar purpose,

enabling both the detection and mitigation of Wi-Fi 6E interference.

8 CONCLUSIONS
In this paper we provide the first study analysing the impact of

Wi-Fi 6E traffic on the performance of co-located UWB systems.

After showing the significant degradation of both communication

and ranging performance, we analyse the Wi-Fi 6E impact in a

fine-grained way and derive a number of insights as well as coun-

termeasures that can be effectively used to mitigate the problem.

We believe that our results will raise awareness about the severity

of the coexistence problems in the 6GHz band, and provide novel

stimuli to the low-power wireless community to investigate how

to further improve the dependability of UWB-based systems.
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