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ABSTRACT

Multiuser activity recognition has been the core of different context-

aware services. However, the development of such services is often

plagued by the dearth of multiuser datasets. This paper presents a

strategy for generating synthetic multiuser datasets by augment-

ing existing real-life datasets. The described strategy exploits pre-

cise time synchronization and well-known audio augmentation

approaches to generate a multimodal activity recognition dataset

with locomotive and acoustic signatures.
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1 INTRODUCTION AND MOTIVATION

Multimodal sensing for human activity recognition has gathered

significant momentum in the past few years. Since then, several

publicly available datasets like [4] have gained immense popularity

for presenting a rich and diverse repository of multimodal sensing

data for complex activities of daily living (ADL). However, most

of these datasets are restricted to single-user environments only,

and typically for the multiuser activity recognition, the existing

datasets have sensing data from unimodal sources like WiFi [5].

This paper presents a strategy to create multiuser datasets from

the existing single-user datasets, with multimodal sensing from

the locomotive and acoustic sensors. Additionally, we also show

that using acoustic virtualization tools like [3], one can simulate

physical factors like distance from the microphone, thus generating

a rich and diverse dataset. Preliminary evaluations on an in-house

collected dataset show the potential of the designed strategy.

2 BROAD IDEA AND METHODOLOGY

For any single-user dataset with IMU and acoustic data, the usual

practice is to break the entire data collection duration into separate

sessions [4]. In each such session, data from individual users is

recorded without the intervention from any other user. Therefore,

for any two or more users – (a) the data may not be recorded in the

exact same time window, and (b) the environmental context will be

completely segregated. On the other hand, in a typical multiuser

scenario, with all devices time-synchronized appropriately, the en-

vironmental context will be a convolved version of all the acoustic

signatures along with random noise. Based on this observation, we

design a strategy to mimic these properties of a multiuser environ-

ment and adapt the locomotive and acoustic signatures obtained

from single-user sources to imitate a virtual multiuser setup. The

details follow.

Figure 1: Synchronization strategy for IMU sensors

Figure 2: Mixing strategy for acoustic signatures

2.1 IMU Synchronization

The IMU signatures, unlike acoustic signatures, ideally should re-

main unaltered irrespective of one ormore users in the environment.

However, there is no guarantee that all of them have been recorded

in the same time window. Thus, the generic idea is to choose a new

start time common to all the IMU data while maintaining their indi-

vidual polling intervals (see Figure 1). This makes the new dataset

time synchronized within that new time window while their unal-

tered polling intervals preserve the exact gaps in time where the

sensing hardware has observed the changes. Furthermore, while

performing this IMU synchronization, one must keep in mind that

all the other modalities should also be synchronized with IMU logs

which can be achieved by correctly mapping the start times of these

modalities with the new synchronized start-time.

2.2 Audio Mixing

In contrast to the IMU data, the acoustic data needs more sophisti-

cated processing to imitate the virtual multiuser setup (Figure 2).

We first start with preprocessing steps involving noise profiling

and subsequent filtering of individual audio signatures for efficient

activity recognition. Subsequently, we clip each audio signal with

the length of the shortest audio signature. Although this might

not be mandatory, we ensure that the data imitates a multiuser

environment for the entire duration. Once this preprocessing is

done, the next step is to add the effects like echo and reverb [1].
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Figure 3: Variations in SNR with increasing k

Finally, the next step is to convolute all the acoustic signatures to

generate the mixed ambient environment.

3 PRELIMINARY RESULTS

In this section, we conduct some preliminary experiments to ana-

lyze the overall quality of the generated dataset.

3.1 Datasets and Implementation

We apply this entire strategy to a single user dataset collected

from a workshop environment. We had 4 participants for the data

collection, each wearing a Moto 360 smartwatch (capturing IMU

data at 50Hz). Additionally, the environment had a microphone

(OnePlus3 smartphone), sampled at 44.1kHz.
For the implementation, the IMU synchronization is implemented

in python3.x. On the other hand, the audio processing pipeline is
implemented on Audacity [2]. Additionally, we also simulate the

distance using [3]. The entire codebase can be found here1. The

repository contains unmixed and augmented data samples, simu-

lating a virtual environment with a dual occupancy for validation.

3.2 Volume and Validity

Undoubtedly, the given strategy can significantly increase the over-

all volume of data. For example, from a single-user dataset with 𝑛
users, where any user performs all the 𝑎 activities, one can create(𝑛
𝑘

)
×𝑎𝑘 (𝑘 ≤ 𝑛) unique virtual multiuser setups with 𝑘 users.
However, volume is not the primary concern; instead, it is the

impact of the augmentation on the final data quality. The designed

strategy keeps the IMU signatures completely unaltered, albeit the

audio signatures get convoluted, rendering the final output noisy

and unuseful. From Figure 3, we can see that even with the increas-

ing number of acoustic sources, the output signal’s quality does

not degrade significantly. Thus, the designed strategy preserves the

quality necessary for standard acoustic signal processing.

3.3 Simulating Inequality in Distance

Subsequently, we analyze the impact inequality of distance between

the users and the microphone. For this, we use [3] to create a virtual

room with two sources and a central microphone. Next, we analyze

the audio signatures generated as the output from this virtual room

setup, using [1] to check whether the generated signatures still stay

meaningful or not for any state-of-the-art audio-based recognition

to understand. From Figure 4a and Figure 4b, we can see that even

1https://github.com/stilllearningsoumya/data_augmentation_strategy

(a) (b)

Figure 4:Maximumprediction probability of Ubicoustics [1]

on the audio generated from the virtual setup (room dimen-

sion 50 × 50 × 50m3) with unequal distance from the fixed

microphone. (a) Source of hammer varying but saw fixed at

2m, (b) Source of saw varying but hammer fixed at 2m.

with unequal distance from the single microphone, the final ren-

dered signal is still capable of capturing meaningful signatures for

HAR with none of the activities getting predicted with less than

0.90 confidence.

4 CONCLUSION AND FUTUREWORKS

This paper provides a strategy to generate a multiuser dataset from

the existing single-user dataset. We evaluate the strategy on a real-

life dataset. Evaluation using state-of-the-art activity recognition

models shows that this strategy can be applied for generating mul-

tiuser datasets with locomotive and acoustic signatures. As future

work, we intend to exploit this strategy to generate complex mul-

tiuser scenarios with multimodal sensing, which can then be used

to develop models that recognize complex ADL(s).
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