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Abstract—We introduce SubFlow—a dynamic adaptation and
execution strategy for a deep neural network (DNN), which
enables real-time DNN inference and training. The goal of
SubFlow is to complete the execution of a DNN task within
a timing constraint that may dynamically change while ensur-
ing comparable performance to executing the full network by
executing a subset of the DNN at run-time. To this end, we
propose two online algorithms that enable SubFlow: 1) dynamic
construction of a sub-network which constructs the best sub-
network of the DNN in terms of size and configuration, and 2)
time-bound execution which executes the sub-network within a
given time budget either for inference or training. We implement
and open-source SubFlow by extending TensorFlow with full
compatibility by adding SubFlow operations for convolutional
and fully-connected layers of a DNN. We evaluate SubFlow with
three popular DNN models (LeNet-5, AlexNet, and KWS), which
shows that it provides flexible run-time execution and increases
the utility of a DNN under dynamic timing constraints, e.g.,
1x–6.7x range of dynamic execution speed with average -3% of
performance (inference accuracy) difference. We also implement
an autonomous robot as an example system that uses SubFlow
and demonstrate that its obstacle detection DNN is flexibly
executed to meet a range of deadlines that varies depending
on its running speed.

I. INTRODUCTION

Recently, DNNs (deep neural networks) [1]–[3] have been

increasingly used in many real-life applications due to their

superiority in solving complex machine learning problems [4]–

[6], e.g., autonomous cars [7]–[10], natural language process-

ing [11]–[13], and healthcare applications [14]–[16]. How-

ever, their long and unpredictable execution time resulting

from a significant amount of computation often limits their

deployment on real-time systems. Although high-performance

hardware such as multi-core CPUs or GPUs efficiently process

the massive workload of a DNN in parallel, the complexity

and proprietary architecture of these platforms make effec-

tive scheduling of deadline-aware DNN tasks challenging, as

shown in many previous works [17]–[27].

Moreover, the time constraints of many practical systems

dynamically change at run-time, making DNNs more chal-

lenging to be executed as a real-time task. Such dynamic

time constraints are found in many modern embedded systems

such as autonomous cars [28]–[30], drones [31]–[33], and

smartphones [34]–[36] where the system must deal with online

changes such as run-time application requirements, resource

availability, energy level, failures, and re-configurations. Such
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SubFlow: Dynamic real-time DNN execution

Fig. 1: SubFlow enables real-time inference and training of a DNN
by dynamically executing a sub-graph of the DNN according to the
timing constraint changing at run-time. For each inference or training
execution, an induced sub-graph of the DNN, whose execution is
completed in time, is constructed and executed by activating only
necessary neurons, enabling time-aware utilization of the DNN.

changes consequently cause variations in the time require-

ments of related-tasks [37]; e.g., data-dependent requirements

where the periods depend on the input sensor data; time-

dependent requirements where the actual deadline becomes

known only at run-time when setting the actuators. For ex-

ample, autonomous vehicles impose dynamic time constraints

on tasks in reaction to a variety of road situations—a lower

latency for obstacle detection is expected when traveling at

higher speeds or when a pedestrian makes a sudden ap-

pearance. Failure of a scheduler also introduces variability

in timing constraints, which reduces the amount of allowed

execution time. A task scheduler in a complex and dynamic

system may fail to start a task at its latest allowed start time

and miss the deadline.

Although DNN compression techniques such as [38]–[48]

reduce the execution time to some extent, they are not directly

applicable to DNNs having dynamic timing constraints since

1) they generate only one compressed network from the orig-

inal DNN, which does not dynamically adapt once deployed,

2) most of them primarily focus on reducing memory usage

as opposed to speedup, and 3) most compression methods are

time-consuming as they require multiple training iterations and

fine-tuning, and are limited to specific types of DNNs.

To enable the execution of DNNs with dynamic deadline

constraints, we introduce SubFlow—an online DNN sub-graph
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strategy that constructs and executes a sub-graph of a DNN

called the sub-network that completes the inference or training

tasks within timing constraints that may change at run-time.

The process is shown in Figure 1. For each execution of the

DNN inference/training task, a different sub-network of differ-

ent size and composition is constructed on-the-fly and executed

within the time budget. In this way, the system ensures time-

aware execution of a DNN with a flexible time budget–which

also improves the CPU utilization and schedulability.

SubFlow consists of two run-time algorithms: 1) dynamic
construction and 2) time-bound execution of a sub-network.

For construction, it composes the best sub-network based on

the importance of neurons in such a way that the execu-

tion time is expected to match the time budget while the

performance loss due to the reduced size of sub-network is

minimized. For execution, we propose time-bound inference
and training of convolutional and fully-connected layers of

a DNN, which are two main building blocks of a DNN. We

name them time-bound since their inference and training times

are bounded by the architecture and size of the sub-network.

We implement SubFlow by extending TensorFlow [49], one

of the most popular DNN frameworks, and we open-source

it1. We develop four custom operations and libraries for time-

bound feed-forward and back-propagation [50] of dynamic

sub-networks, i.e., sub-convolution, sub-multiplication, sub-
convolution-gradient, and sub-multiplication-gradient. They

support both CPUs and GPUs, and are implemented by using

Eigen [51] and CUDA [52] libraries, respectively. DNNs

designed with TensorFlow are easily adapted to SubFlow by

simply applying SubFlow operations to the model, without re-

quiring any architectural modifications, which makes SubFlow

universal and applicable to existing DNNs. Since a new sub-

network is constructed at run-time as opposed to constructing

and saving a set of sub-networks offline, no additional memory

is needed in SubFlow for this purpose.

We evaluate SubFlow for three standard DNN architec-

tures, i.e., LeNet-5 [53], AlexNet [6], and KWS (Key-Word

Spotting) [54] on three popular datasets, i.e., MNIST [53],

CIFAR-10 [55], and GSC (Google Speech Commands) [56],

respectively. Experiments are conducted on various hardware

platforms: CPU (x86 and ARM) and GPU (RTX 2080 Ti

and Jetson Nano [57]). The evaluation results show that both

inference and training time of DNNs change dynamically

according to the size and configuration of the sub-networks

while achieving comparable performance to the full-sized

network. For instance, the execution speed of AlexNet [6]

dynamically changes between 1x and 6.7x while only a 3%

inference accuracy drop is observed on average.

We also implement a mobile robot using an embedded

GPU platform (Jetson Nano [57]) as an example real system

that uses SubFlow where the latency requirement for obstacle

detection changes due to the traveling speed of the robot. In

this real-life experiment, the robot runs at various speeds and

1SubFlow Project: https://github.com/learning1234embed/SubFlow

the execution of the DNN [58] that detects obstacles is adapted

dynamically depending upon varying deadlines.

The main contributions of this paper are:

• We introduce SubFlow, a real-time DNN execution strat-

egy enabling flexible time-bound inference and training that is

completed within a dynamic time budget by constructing and

executing a sub-network of the DNN at run-time.

• We propose an online sub-network construction algorithm

to determine the best sub-graph of a DNN with a minimum

performance loss based on induced sub-graph [59] method

whose execution time is matched to a dynamic time budget.

• We propose time-bound feed-forward and back-

propagation of convolutional and fully-connected layers of a

DNN, where the total computation time is bounded by the size

and configuration of the sub-network.

• We implement and open-source SubFlow1 by developing

four custom operations of TensorFlow with full compatibility,

which allows the DNN designers to transform their DNNs into

real-time dynamic DNNs easily.

• We develop and demonstrate a mobile robot as an example

real system that uses SubFlow. The robot executes a depth

estimation DNN for obstacle detection with its time constraint

that dynamically changes based on the speed of the robot.

II. OVERVIEW

The goal of SubFlow is to enable execution of DNN

inference and training tasks in such a way that the task is

completed under dynamically varying time constraints while

retaining comparable performance to executing the original

full-size DNN. The flexible execution increases the utility of

a DNN by letting it meet a range of deadlines at run-time,

which conventional DNNs cannot. SubFlow also facilitates

flexible scheduling of multitask learning where new tasks can

be accommodated by dynamically updating the deadline of

existing ones. The schedulability of a system running multiple

DNNs can be improved by taking into account the flexible

execution time of DNNs in the scheduling decision at run-

time, which increases the total system utilization.

An unbounded trade off of inference accuracy for real-

time execution of a DNN is not desirable in most systems.

Hence, to limit the maximum loss of accuracy above a certain

level, SubFlow limits the execution of sub-networks whose

expected accuracy is lower than the desired level. SubFlow

enables this by imposing a limit on the minimum network

utilization parameter (defined in Section III) that essentially

defines the size of the sub-network. The minimum network

utilization parameter is empirically determined and is set by

the developer or the system admin.

A. SubFlow Operations

SubFlow has three major operations, which are shown in

Figure 2. A brief description of each operation follows.

1) Ranking Neurons. Given a trained DNN on which we want

to apply SubFlow, the utility/contribution of each neuron to

the performance (inference accuracy) of the DNN is computed.
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Fig. 2: SubFlow operations: SubFlow consists of three steps: ranking
neurons, dynamic construction, and time-bound execution of a sub-
network. Ranking of neurons is done at compile-time. At run-time,
inference or training jobs with different time budgets are executed
by forming and executing dynamic sub-networks.

This is calculated only once at compile-time. The details of

this step are described in Section IV.

2) Dynamic Construction of Sub-Network. At run-time, a

sub-network of the DNN is dynamically constructed for each

job of a DNN task according to the given time budget. For

example, an image classification task releases a job (say, every

500ms) where the job is to classify an image taken with

the camera. For every job, an induced sub-graph [59] with a

different subset of neurons (vertices) is constructed based on

their importance calculated at compile-time. The construction

of a sub-network is described in Section IV.

3) Time-Bound Execution of Sub-Network. Each sub-

network corresponding to a job is executed and completed

within the given time budget. The execution time of a job

is bounded by the size and configuration of sub-networks.

To enable the time-bound execution of the sub-network, we

propose time-bound feed-forward and back-propagation [50]

algorithms, which are described in Section V.

B. An Example Application

As an application of SubFlow, we describe an autonomous

mobile robot which is one of many application-specific sys-

tems where SubFlow is applicable. We identify two real-

time inference tasks of the robot (i.e., obstacle detection and

sensor-based control) that have dynamic timing constraints. In

section VIII, as a proof of concept system, we implement and

evaluate the obstacle detection task on an embedded GPU-

enabled autonomous mobile robot.

Obstacle Detection. In most autonomous cars and robots of

today, data captured by cameras and other on-board sensors

are processed by convolutional neural networks (CNNs) [60]–

[64] to detect obstacles and to take timely measures to avoid

collisions. For example, Tesla’s autopilot [65] constructs depth

maps using cameras to create 3D point maps of their surround-

ings, measuring objects’ distance [9], [58], [66]–[68]. The real-

time requirement of obstacle detection task in these systems

becomes tighter when the vehicle is moving at a relatively

higher speed – requiring the CNN to complete its processing

faster. In contrast, when the vehicle is moving at a lower speed,

the timing requirements are relaxed, allowing more time for

the CNN to complete execution.

Sensor-based Control. Real-time requirements for sensor-

based control systems of a mobile robot may change dynami-

cally at run-time [37]. For example, tactile sensors on a mobile

robot measure the force (and torque) exerted on its body [69],

[70], which helps collision avoidance [70]. Depending on

whether the robot is likely to be in contact with an object, it

can adapt its sampling frequency of the sensors and thus scale

its computation accordingly. Such dynamics not only changes

the timing requirements of the tactile sensing and collision

inference task but also affects the timing requirements of other

inference tasks that are concurrently running in the system.

C. Programmability

SubFlow provides a set of DNN operations fully compatible

with the existing TensorFlow operations, which allows a pro-

grammer to easily design and execute a DNN with SubFlow.

Listing 1 and 2 show an example code of TensorFlow and

SubFlow written for a convolutional layer, respectively. The

implementation of SubFlow can be found in our GitHub1.

Listing 1: TensorFlow programming example.

1 # DNN designing (a convolution layer)
2 output = tensorflow.nn.conv2d(input, filters, ...)
3 # DNN execution
4 sess.run(..., feed dict={...})

Listing 2: SubFlow programming example.

1 # DNN designing (a convolution layer)
2 output = subflow.conv2d(input, filters, ..., activation)
3 # DNN execution
4 activation vector = get activation(network utilization)
5 sess.run(..., feed dict={..., activation: activaiton vector})

III. BACKGROUND AND TERMINOLOGIES

SubFlow regards an inference or training task of a DNN as

a real-time task τ with period T , execution time C, release

time r, and relative and absolute deadline D and d, which is

scheduled along with other tasks in the system. A DNN task, τ
releases a sequence of jobs, J corresponding to the execution

of a single iteration of inference or training that needs to be

completed within the deadline, D as shown in Figure 3a.

Dynamic Execution Time Budget. We define execution time
budget for the i-th job Ji as Bi = di − si, where di is the

absolute deadline and si is the start time of Ji. Since Bi for

different Ji may be different, we call it a dynamic execution

time budget. It is equivalent to the maximum allowed execu-

tion time for Ji to meet the deadline. Obviously, Ji meets its

deadline if Bi ≥ Ci, where Ci is the execution time of Ji. On

the other hand, if Bi < Ci, Ji cannot meet the deadline. The

latter case, i.e., Bi = di−si < Ci happens in two situations: 1)

di has decreased due to the system or application induced run-

time variations in timing requirements, and 2) si has increased

due to a scheduling failure or unavailable resources, causing

Ji to be executed too late to complete within the deadline.

Figure 3b illustrates an example of these two cases.

Sub-Network and Execution Time. SubFlow enables a DNN

task, τ to complete Ji within Bi even if Bi < Ci by reducing

the execution time to the given time budget, i.e., Ci → Bi.
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unless execution time, Ci is adapted.
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Fig. 3: An example of a dynamic execution time budget: Given a
dynamic execution time budget, SubFlow allows the job to meet the
deadline by adjusting its execution time according to the budget.

For each Ji, SubFlow constructs and executes a sub-network,

τ si that is a subset of the full-size network, τ , which is able to

complete its execution within Bi. Figure 3c shows an example

in which the job meets the deadline by adjusting Ci to Bi.

Network Utilization. We quantify the size of a sub-network

using network utilization, ui ∈ (0, 1] which is the relative size

ratio of a sub-network constructed for the job, Ji to the full-

size network as defined in Equation 1. Note that it is different

from the task utilization used in scheduling, i.e., Ui = Ci/Ti.

Properties of DNNs. The construction of sub-networks having

different execution times is enabled by three unique properties

of DNNs: 1) many different configurations and sizes of DNN

graphs often result in a similar performance [71], [72], 2) the

oversized architecture of modern DNNs, i.e., the massive num-

ber of neurons and parameters allows incorporating multiple

sub-networks into a single larger network [73], and 3) most

DNNs repeat the same computation for each layer, i.e., convo-

lution, matrix multiplication, etc., which makes the estimation

of computation time for a sub-network feasible [74].

Induced Sub-Graph. SubFlow constructs a sub-network

based on the induced sub-graph [59] of a DNN graph. Given

a graph G = (V,E) where S ⊂ V be any subset of vertices of

G, the induced sub-graph G[S] is defined as the graph whose

vertex set is S and whose edge set consists of all of the edges

in E that have both endpoints in S.

In SubFlow, the neurons at each layer are considered as

vertices, and connections between two neurons with a weight

parameter are considered as edges. By activating the right sub-

set of neurons and using only the edges connected to them as

an induced sub-graph, a sub-network with the desired size and

configuration is constructed. We use induced sub-graph since

it is based on the selection of vertices (neurons), not edges

(weight parameters). For most DNNs, the number of neurons

is several orders of magnitude smaller than weight parameters,

which enables efficient construction of sub-networks.

IV. DYNAMIC CONSTRUCTION OF SUB-NETWORK

The first two steps of SubFlow are the ranking of neurons

and the dynamic construction of a sub-network. This section

first describes the construction step starting from the definition

of sub-network and then discusses how neurons are ranked for

the construction of a sub-network.

A. Definition of Sub-Network

Basic DNN Operation. Before defining the sub-network, we

describe the basic operation of DNNs. Given a training or test

dataset for a DNN, τ having n instances, we denote the entire

dataset as {(xj ,yj)}nj=1. For the j-th instance, the input and

output neurons of layer l is denoted as ol−1
j ∈ R

ml−1

and

ol
j ∈ R

ml

, respectively. The output of layer l, ol
j is obtained

by performing ol
j = σ

(
yl
j

)
, where yl

j = ol−1�
j Wl + bl with

Wl ∈ R
ml−1×ml

being the weight parameter and bl ∈ R
ml

being the bias for layer l. For nonlinearity, an nonlinear

function σ (·) such as sigmoid function [75] is applied to yl
j .

Following the recent trend in state-of-the-art DNNs such as

[6], [76], [77], we use the rectified linear unit (ReLU) [78] as

our σ (·). Although this is a formulation for a fully-connected

layer, it also applies to convolution layers by converting a

kernel operation with input into a matrix product as in [79].

Sub-Output Neuron. To construct a sub-network, τ si for the

job Ji from a DNN task, τ , we first compose sub-output
neuron, õl

j ∈ R
ml

for each layer l, which is a sparse vector of

the same length with the output neuron, ol
j ∈ R

ml

at the l-th
layer of τ . It consists of a subset of ol

j and zeros. Having õl
j for

all layers, we create a sub-network by connecting only the non-

zero elements of õl
j (activated vertices) based on the induced

sub-graph construction [59]. Depending on õl
j , only a subset of

weight parameter elements (edges) in Wl connected between

õl−1
j and õl

j is activated for the sub-network. The elements

of õl
j are obtained by multiplying ol

j with a binary vector,

ali ∈ R
ml

called activation vector that determines whether the

corresponding neuron element of ol
j is activated or not in õl

j

as a vertex of induced sub-graph. In summary, the sub-output

neuron of layer l, õl
j for the j-th input instance is given by:

ali ∈ {0, 1}ml

s.t.
∥∥ali∥∥1 =

⌊
ul
i ·ml

⌋
or ul

i =

∥∥ali∥∥1
ml

ỹl
j = õl−1�

j Wl + bl�

õl
j = ali ◦ σ

(
ỹl
j

)
= σ

(
ali ◦ ỹl

j

)
since σ (·) is ReLU

(1)

where ali is the activation vector, ml is the length of õl
j and

ol
j , ‖·‖1 is �1-norm, ul

i is the network utilization, Wl is the

weight parameter, bl is the bias, σ (·) is the nonlinear function

(ReLU), and ◦ is Hadamard (element-wise) product [80].

Definition of Sub-Network. We define sub-network, τsi for

the job Ji as an induced sub-graph of a DNN, τ with total

L layers, where its vertices are composed of the sub-output

neurons of all layers, {õl
j |1 ≤ l ≤ L} defined in Equation 1.
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B. Construction of Sub-Network

Construction Objectives. Given a dynamic execution time

budget Bi for the job Ji, a sub-network having total layers L,

τ si is constructed to achieve two objectives: 1) finding the max-

imum network utilization for each layer, ui = [u1
i , u

2
i , ..., u

L
i ]

in such a way that their total execution time is equivalent to

or less than Bi, and 2) finding the activation vector, ali for

each layer l to determine sub-output neuron, õl
j in which the

number of elements of value one in ali, i.e.,
∥∥ali∥∥1 is equivalent

to
⌊
ul
i ·ml

⌋
as defined in Equation 1 in such a way that the

error between õl
j and ol

j is minimized.

Finding Network Utilization. To find the network utilization

ui, we define execution time C(ui) of a sub-network, τ si as:

C(ui) ∝ κ

L∑
l=1

ul
if

l
(
ol
j

) ∝ κNi

L∑
l=1

f l
(
ol
j

)
if ul

i = Ni (2)

where κ is a constant, ul
i ∈ (0, 1] is the network utilization

of layer l, and f l
(
ol
j

)
is the execution time function of layer

l, i.e., the time required to compute ol
j . We apply the same

network utilization, Ni to all layers, i.e., ul
i = Ni since finding

a set of optimal ul
i is NP-hard, i.e., the search space for all

combinations of ul
i is exponential. Also, by activating the same

proportion of neurons at each layer, the resulting sub-network

is not to be cut or broken. Hence, ui can be obtained by finding

the maximum Ni satisfying C(Ni) ≤ Bi in Equation 2.

Layer-Wise Error. To obtain sub-output neuron, õl
j of layer

l that minimizes the error from ol
j , we define layer-wise error

between õl
j and ol

j for both the j-th training instance and the

total n of training instances, similar to [81]. They are denoted

as El
j(õ

l
j) and El, respectively, which are defined as:

ôl
j = õl

j − ali ◦ ol
j

El
j(õ

l
j) = ôl�

j ôl
j =

∥∥õl
j − ali ◦ ol

j

∥∥2
2

El =
1

n

n∑
j=1

El
j(õ

l
j) =

1

n

n∑
j=1

∥∥õl
j − ali ◦ ol

j

∥∥2
2

(3)

where ◦ is Hadamard (element-wise) product, ‖·‖2 is �2-norm,

and ôl
j = õl

j − al ◦ ol
j is the output error vector of layer l.

Error Bound. From Equation 1 and ‖σ(x)− σ(y)‖2 ≤ ‖x−
y‖2, the property of the ReLU, El

j(õ
l
j) is bounded by:

El
j(õ

l
j) =

∥∥õl
j − al ◦ ol

j

∥∥2
2

=
∥∥σ (al ◦ ỹl

j

)− σ
(
al ◦ yl

j

)∥∥2
2

≤ ∥∥al ◦ ỹl
j − al ◦ yl

j

∥∥2
2

=
∥∥∥al ◦ ((õl−1

j − al−1 ◦ ol−1
j

+ al−1 ◦ ol−1
j − ol−1

j

)�
Wl
)∥∥∥2

2

≤
∥∥∥al ◦ (ôl−1�

j Wl
)∥∥∥2

2

+
∥∥∥al ◦ (((1− al−1

) ◦ ol−1
j

)�
Wl
)∥∥∥2

2

(4)

where ‖·‖2 is �2-norm, and 1 is a vector whose all elements

are equal to 1. As shown in the last inequality, the upper bound

of El
j(õ

l
j) is determined by two results of the previous layer

l−1, i.e., 1) the error vector, ôl−1
j in the first term, and 2) the

not activated elements of the output neuron,
(
1− al−1

)◦ol−1
j

in the second term. Hence, the bound of El
j(õ

l
j) of layer l can

be obtained by recursively computing them for the previous

layers, i.e., from the first to the (l − 1)-th layer.

Minimizing Error. Since sub-output neuron of the last layer

L, õL
j determines the performance of a sub-network, we

minimize EL. From Equation 1, 2 and 3, minimizing EL given

time budget, Bi is reduced to finding the activation vector, aLi .

argmin
aL
i ∈{0,1}mL

EL s.t. C(Ni) ≤ Bi and
∥∥aLi ∥∥1 =

⌊
Ni ·mL

⌋
(5)

Since EL is obtained from the errors of previous layers

as shown in Equation 4, it is also minimized by finding

{ali|1 ≤ l ≤ L} that minimizes the error of each layer l, i.e.,

El
j(õ

l
j), which is achieved by minimizing their summation,

i.e.,
∑L

l=1 E
l
j(õ

l
j). Hence, from Equation 1 and 3, the problem

of constructing a sub-network given Bi is reformulated as:

argmin
al
i∈{0,1}ml

1

n

n∑
j=1

L∑
l=1

El
j(õ

l
j)

= argmin
al
i∈{0,1}ml

1

n

n∑
j=1

L∑
l=1

∥∥ali ◦ σ (ỹl
j

)− ali ◦ σ
(
yl
j

)∥∥2
2

s.t. C(Ni) ≤ Bi and
∥∥ali∥∥1 =

⌊
Ni ·ml

⌋
(6)

Hence, a sub-network for the job Ji which is completed

within Bi with minimum error is dynamically constructed by

finding Ni and {ali|1 ≤ l ≤ L} in Equation 6.

C. Neuron Ranking for Sub-Network Construction

Importance-based Ranking. While the network utilization,

Ni is easily obtained by finding the maximum Ni satisfying

C(Ni) ≤ Bi in Equation 2, the activation vector, ali that

selects the elements of sub-output neuron, õl
j from ol

j is

required to minimize the error El
j(õ

l
j) in Equation 3. We

determine ali based on the importance of each neuron of ol
j ,

which represents the increased error when it is removed. Then,

El
j(õ

l
j) is minimized by composing the binary elements of ali

such that õl
j consists of

⌊
Ni ·ml

⌋
number of neurons in ol

j

having largest importance and zero for all the other elements.

To measure the importance, we compute the second-order

derivatives of the error El
j(o

l
j) w.r.t. the output neuron, ol

j for

each layer using Optimal Brain Surgeon algorithm [82]. We

use it since the heuristic methods such as magnitude-based

method [46], [83], [84] may eliminate wrong neurons [44],

[82], resulting in large error and poor performance [85].

Error Approximation. For a DNN trained to a local mini-

mum, the error, El
j(õ

l
j) can be approximated with Taylor series
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as in [82] and [86] w.r.t. the output neuron, ol
j as follows:

δEl
j = El

j(õ
l
j)− El

j(o
l
j)

=

(
∂El

j

∂ol
j

)�
δol

j +
1

2
δol�

j Hlδol
j +O(

∥∥δol
j

∥∥3)
≈ 1

2
δol�

j Hlδol
j

(7)

where δ is a perturbation of corresponding variable, Hl ≡
∂2El

j/∂(o
l
j)

2 is the Hessian matrix [87], and O(‖δol
j‖3) is

the third and all higher-order terms. With the error function

defined in Equation 3, the first (linear) and third terms are

ignored [81]. To minimize the increase in error, δEl
j , we set

the q-th element of ol
j , denoted as oljq , to zero, expressed as:

δoljq + oljq = 0 or more generally el
�
q δol

j + oljq = 0 (8)

where elq is the unit vector whose q-th element is 1 and

others are all 0. With oljq being removed from ol
j as shown in

Equation 8, we minimize Equation 7 as follows:

min
q

1

2
δol�

j Hlδol
j s.t. el

�
q δol

j + oljq = 0 (9)

Computing Importance. To compute the importance of the

q-th element of ol
j at layer l, oljq , we solve Equation 9 with a

Lagrangian function, Ll, which is given by:

Ll =
1

2
δol�

j Hlδol
j + λ(el

�
δol

j + oljq) (10)

where λ is a Lagrange multiplier. By taking derivatives,

employing Equation 8, and using matrix inversion, the optimal

increase in error and output change of oljq are obtained by:

slq =
1

2

(oljq)
2

[H−1]lqq
and δol

j = − oljq
[H−1]lqq

[H−1]lelq (11)

We call slq as the importance of the q-th neuron element

of layer l, oljq– the amount of increase in error when it is

removed from a DNN. Based on slq , the activation vector, ali is

determined to activate
⌊
Ni ·ml

⌋
number of neuron elements in

ol
j having the largest importance by setting the corresponding

elements of ali to 1 and others to 0, which provides the

sub-output neuron, õl
j for construction of a sub-network with

minimum error. slq is computed only once at compile-time.

V. TIME-BOUND EXECUTION OF SUB-NETWORK

The last step of SubFlow is to execute a newly-constructed

sub-network within the execution time budget. This section

describes the two run-time execution operations of SubFlow,

i.e., time-bound feed-forward and back-propagation, which

enables the time-bound completion of a sub-network.

A. Time-bound Feed-Forward

Time-Bound Feed-Forward. The inference of a DNN is

achieved by executing the DNN layer by layer, which is

called the feed-forward. Given a sub-network, an inference

job, Ji completes the feed-forward within the time budget,

Bi by performing computation in Equation 1 only for the

non-zero elements of a sub-output neuron, õl
j . The amount

of computation, as well as the execution time, are expected

to be proportional to the number of non-zero elements of õl
j ,

which is determined by the activation vector, ali. Computation

related to zero neuron elements is skipped since multiplication

by zero results in a zero. We name it as time-bound feed-
forward since the feed-forwarding time is bounded by the size

and configuration of a sub-network depending on a set of ali.

Existing Feed-Forward. Unfortunately, the current feed-

forward algorithms, such as the lowering method [88] do

not support the sparse-neuron-aware feed-forwarding. They

always perform the same amount of computation based on

the fixed sequence of calculation regardless of the number

of non-zero neuron elements. To enable time-bound feed-

forward, we propose sub-convolution and sub-multiplication
for a convolutional and fully-connected layer, respectively in

a similar way to the direct sparse convolution [89].

Sub-Convolution. For a convolutional layer l, layer output,

Ol ∈ R
n×c′×h′×w′ is computed by taking input, Ol−1 ∈

R
n×c×h×w from the previous layer l− 1, where n is the size

of the input batch; c′, h′, and w′ denote the channel, height,

and width of the output. For input Ol−1, c, h, and w denote

its channel, height, and width. For convolution, convolutional

filter (weight parameter) denoted as Wl ∈ R
c′×c×y×x is

applied to input, Ol−1, where c′, c, y, and x denote the size of

the output channel, input channel, height, and width of filter.

Given sub-input neuron, Õl−1 and sub-output neuron, Õl

composed by al−1
i and ali, respectively, the computational

complexity of convolution operation at layer l with filter Wl,

denoted as f l
c(·), is given by:

f l
c(a

l−1
i , ali,W

l)

= O(
∣∣ali∣∣ ∣∣Wl

∣∣− ∥∥1− al−1
i

∥∥
1
− ∥∥1− ali

∥∥
1

∣∣Wl
∣∣) (12)

where ‖·‖1 denotes �1-norm, |·| denotes the number of ele-

ments, and 1 is a vector whose all elements are 1. The first

term indicates the total amount of computation at the l-th
layer of the full-size network, while the second and third term

indicates the amount of computation reduced by the sub-input

and sub-output neuron, respectively. The activation vector of

the previous layer, al−1
i also determines the complexity since

an output of one layer is the input of the next layer.

We define sub-convolution as the convolution of a sub-

network whose computational complexity is determined by

al−1
i and ali as shown in Equation 12. Equation 13 is an

example of sub-convolution with Õl−1 ∈ R
1×1×3×3, Õl ∈

R
1×1×2×2, and Wl ∈ R

1×1×2×2, where only two and five

elements are activated as sub-output and sub-input neuron.

[
��o
l
11 ol12
ol21��o

l
22

]
=

⎡
⎢⎣
�
��ol−1

11 ol−1
12 ol−1

13

ol−1
21
�
��ol−1

22
�
��ol−1

23

ol−1
31
�
��ol−1

32 ol−1
33

⎤
⎥⎦ ∗

[
wl

11 wl
12

wl
21 wl

22

]
(13)

Here, ∗ denotes the convolution, ol−1
ij 
= 0 and olij 
= 0 are

the non-zero neuron elements, whereas���ol−1
ij = 0 and��o

l
ij = 0
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are the zero neuron elements. With vectorization, Equation 13

can be rewritten as matrix multiplication, which is given by:[
��o
l
11 ol12 ol21��o

l
22

]

=
[
wl

11 wl
12 wl

21 wl
22

]
⎡
⎢⎢⎢⎣
�
���
��ol−1

11 ol−1
12 ol−1

21 �
���
��ol−1

22

�
��ol−1

12 ol−1
13
�
��ol−1

22 �
���
��ol−1

23

�
��ol−1

21
�
��ol−1

22 ol−1
31 �

���
��ol−1

32

�
���
��ol−1

22
�
��ol−1

23
�
��ol−1

32 �
��ol−1

33

⎤
⎥⎥⎥⎦

(14)

Figure 4 illustrates the sub-convolution of Equation 14,

where only four out of sixteen multiplications are performed.

It efficiently performs only the necessary computation by

*=

Multiplication

Addition

Not computed (since = 0) 

0111
1
0
0
0
1
0 1 1 0

Activated ( 0 or 0)

Deactivated ( = 0 or = 0)

Not computed (since = 0)  

Sub-output
neuron

Sub-Input
neuron

Convolution
Filter

Fig. 4: An example of sub-convolution: Given a sub-input, sub-
output neuron, and convolution filter, the sub-convolution is per-
formed by walking through the sub-input (vertical direction) and sub-
output (horizontal direction) only once to see if the elements are zero
or not. By skipping computation related to zero-elements, the total
computation time becomes proportional to the number of non-zeros.

checking the sub-input and sub-output neurons only once to

see whether they are zero or not with linear complexity, i.e.,

O(|Õl−1|+|Õl|), while a naive algorithm takes O(|Õl||Wl|).
For example, a sub-convolution between 100× 100 input and

10 × 10 filter, which results in 91 × 91 output, requires only

18, 281 zero-element checks. On the contrary, a naive algo-

rithm requires 828, 100 zero-check (i.e., 45× less efficient).

Sub-Multiplication. For a fully-connected layer l, layer output

Ol ∈ R
n×ml

is computed by taking the input, Ol−1 ∈
R

n×ml−1

from the previous layer l − 1, where n is the size

of the input batch, ml−1 and ml are the input and the output

size, respectively. The output, Ol is obtained by multiplying

a weight parameter Wl ∈ R
ml−1×ml

to the input, Ol−1.

Given sub-input Õl−1 and sub-output Õl composed by al−1
i

and ali, respectively, the computational complexity of matrix

multiplication with weight parameter Wl, f l
m(·) is given by:

f l
m(al−1

i , ali,W
l)

= O (∥∥al−1
i

∥∥
1

∣∣ali∣∣+ ∥∥ali∥∥1 ∣∣Wl
∣∣− ∥∥ali∥∥1 ∥∥al−1

i

∥∥
1

) (15)

Equation 15 is proportional to the number of non-zero ele-

ments in the weight matrix used for multiplication. The first

and second term indicate the number of row-wise and column-

wise elements in the matrix, respectively. The last term cancels

out the overlapped elements between the first and second term.

We define sub-multiplication as the matrix multiplication of

a sub-network whose computational complexity is determined

by al−1
i and ali as shown in Equation 15. Equation 16 is an

example of sub-multiplication with 1×3 sub-input, 1×3 sub-

output neuron, and 3× 3 weight.

[
��o
l
11 ol12 ol13

]
=
[
ol−1
11
�
��ol−1

12 ol−1
13

]⎡⎣wl
11 wl

12 wl
13

wl
21 wl

22 wl
23

wl
31 wl

32 wl
33

⎤
⎦ (16)

With ol−1
12 and ol11 being zero in sub-input and sub-output

neuron, respectively, (1× 3) by (3× 3) matrix multiplication

reduces to (1× 2) by (2× 2), as follows:

[
ol12 ol13

]
=
[
ol−1
11 ol−1

13

] [w12 w14

w32 w34

]
(17)

B. Time-Bound Back-Propagation

Time-Bound Back-Propagation. The training of a DNN

is achieved by the compute-intensive process called back-

propagation [90]. The goal of back-propagation is to update

weight parameter, Wl of each layer l by computing the

gradient [91] of a loss function, denoted as L, w.r.t. Wl. The

back-propagation is repeated with multiple iterations until the

loss function, L converges to a particular criterion.

Given sub-output, õl
j composed by ali, the gradient of the

loss, L w.r.t. Wl for the j-th training instance, ∇L is:

∇L =
∂L

∂Wl
=

∂L

∂õl
j

· Jl =
∂L

∂
(
ali ◦ σ

(
ỹl
j

)) · Jl (18)

where Jl ≡ ∂
(
ali ◦σ

(
ỹl
j

) )
/∂Wl is the Jacobian matrix [92],

and ỹl
j is defined as the same in Equation 1. By computing

∇L only for the non-zero elements of a sub-output neuron,

õl
j , which is determined by the activation vector, ali, a back-

propagation job, Ji is completed within the execution time

budget, Bi. We name it as time-bound back-propagation since

the gradient computation time is bounded by the size and

configuration of a sub-network depending on a set of ali.
Since the sparse-neuron-aware gradient is also not sup-

ported by the existing back-propagation [90], we propose

sub-convolution-gradient and sub-multiplication-gradient for

convolutional and fully-connected layers, respectively.

Sub-Convolution-Gradient. Given sub-input neuron, Õl−1

and sub-output neuron, Õl of a convolutional layer composed

by al−1
i and ali, respectively, the complexity of computing

convolution gradient with filter Wl, glc(·) is given by:

glc(a
l−1
i , ali,W

l
i)

= O (∥∥ali∥∥1 ∣∣Wl
∣∣−max

(∥∥1− al−1
i

∥∥
1
− ∥∥ali∥∥1 ∣∣Wl

∣∣ , 0))
(19)

The first term depends on the number of non-zero elements

in sub-output, and the second term depends on the number of

non-zero elements in sub-input.

We define sub-convolution-gradient as the gradient of the

convolution of a sub-network whose computational complexity

is determined by al−1
i and ali as shown in Equation 19.

Equation 20 is an example of a sub-convolution-gradient for
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Equation 13, which shows only four out of sixteen differenti-

ations are performed for the computation of ∇L.

∇L =
[

∂L
∂wl

11

∂L
∂wl

12

∂L
∂wl

21

∂L
∂wl

22

]

=
[
�
��∂L

∂ol11

∂L
∂ol12

∂L
∂ol21 �

��∂L
∂ol22

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

�
���
��

∂ol11
∂wl

11 �
��∂ol11

∂wl
12 �

��∂ol11
∂wl

21 �
���
��

∂ol11
∂wl

22

∂ol12
∂wl

11

∂ol12
∂wl

12

�
��

∂ol12
∂wl

21

�
��

∂ol12
∂wl

22

∂ol21
∂wl

11

�
��

∂ol21
∂wl

12

∂ol21
∂wl

21

�
��

∂ol21
∂wl

22

�
��∂ol22

∂wl
11 �

��∂ol22
∂wl

12 �
��∂ol22

∂wl
21 �

��∂ol22
∂wl

22

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(20)

Here, the matrix on the right-hand side is the Jacobian,

��
∂o
∂w = 0 and ��

∂o
∂w = 0 denote that the computation related

to ∂o
∂w is skipped since the corresponding sub-input and sub-

output neuron element is zero, respectively. The zero elements

of sub-output neuron eliminate the corresponding rows of

the Jacobian, e.g., the first and last rows of the Jacobian

become unnecessary since ol11 and ol22 are zeros as shown in

Equation 13. The zero elements of sub-input neuron result in

scattered elimination of individual derivatives in the Jacobian,

e.g.,
∂ol12
∂wl

21
is not computed since the corresponding sub-input

neuron element, ol−1
22 is zero, i.e.,

∂ol12
∂wl

21
= ol−1

22 = 0.

Sub-Multiplication-Gradient. Given sub-input neuron, Õl−1

and sub-output neuron, Õl of a fully-connected layer com-

posed by al−1
i and ali, respectively, the complexity of com-

puting multiplication gradient with weight Wl, glm(·) is:

glm(al−1
i , ali,W

l)

= O (∥∥al−1
i

∥∥
1

∣∣ali∣∣+ ∥∥ali∥∥1 ∣∣Wl
∣∣− ∥∥ali∥∥1 ∥∥al−1

i

∥∥
1

) (21)

We define sub-multiplication-gradient as the gradient of ma-

trix multiplication of a sub-network whose computation com-

plexity is determined by al−1
i and ali as shown in Equation 21,

which is equivalent to the sub-multiplication (Equation 15).

VI. IMPLEMENTATION

We implement SubFlow as an extended version of the

TensorFlow library [49], which is fully compatible with the

existing TensorFlow operations. The programmers can easily

apply SubFlow to their DNNs in the same way they design

DNNs without SubFlow. SubFlow is implemented to run on

both CPU and GPU, which makes it adaptable to a wide range

of platforms. For CPU, it is implemented based on the Eigen

library [51] that is optimized to perform matrix operations in

CPU. For GPU, it is implemented with CUDA library [52],

[93] to support the parallel computation of sub-networks like

the other GPU operations.

In constructing and executing sub-networks, SubFlow does

not generate and save multiple versions of sub-networks a

priori. Based on a single DNN designed by the program-

mer, SubFlow is implemented to construct and execute sub-

networks at run-time based on time-bound sparse execution.

Figure 5 shows the SubFlow framework, along with the

TensorFlow, which consists of a sub-network library, Python

client operations, and kernel implementations.

Fig. 5: SubFlow Framework: The SubFlow framework consists
of the sub-network library, python client operations, and kernel
implementations. It is fully compatible with TensorFlow and provides
all the necessary components of the TensoFlow hierarchy.

Sub-Network Library. It is a high-level module that computes

the importance of output neurons in the DNN for the construc-

tion of sub-networks. Since the computation of the Hessian

matrix in Equation 11 is intractable with DNNs of considerable

size, an approximation of the Hessian using sample covariance

is computed [82] instead.

This module is also responsible for the online construction

of sub-networks. Based on the importance of neurons and time

budget of the i-th job, Ji, it produces ali in Equation 1 for all

layers at run-time, except the last layer where all the final

output neurons of the DNN should be selected.

Python Client Operations. Python client operations provide

the programmer with a set of wrapper APIs that help design

a DNN model using SubFlow, which is fully compatible with

other existing operations of TensorFlow. Each API represents

and corresponds to its kernel implementation that is executed

with higher efficiency when a sub-network runs.

Kernel Implementations. They are the lower-level imple-

mentation of four operations used in SubFlow, i.e., sub-

convolution, sub-multiplication, sub-convolution-gradient, and

sub-multiplication-gradient. These operations are responsible

for executing a sub-network of the DNN designed with Python

client operations. Written in C and C++, they are optimized

to hardware platforms and able to perform the efficient time-

bound execution of sub-network with minimum overhead.

VII. EXPERIMENT

A. Experimental Setup

Hardware and Software. We conduct experiments on a

system consisting of Intel Core i9-9900K CPU, NVIDIA RTX

2080 Ti GPU with 11 GB of memory, and 32 GB of system

memory (RAM). We use TensorFlow 1.13.1 with Eigen 3.3.90

and CUDA 10.0 (CUDNN 7.4.2) for implementation.

Datasets and DNN Models. We use three standard machine

learning datasets in our evaluation, i.e., MNIST [53] (hand-

written digits), CIFAR-10 [55] (image classification), and GSC

(Google Speech Commands V2) [56]. For each dataset, the

state-of-the-art DNN model that provides the best performance

for the dataset is designed with SubFlow, i.e., LeNet-5 [53],

AlexNet [6], and KWS (Key-Word Spotting) architecture [54].

Table I summarizes the DNN architectures and datasets.

Time Measurement. The execution time of a sub-network,

including individual operations, is measured by using Ten-
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LeNet-5 (MNIST) AlexNet (CIFAR-10) KWS (GSC)
Layer 1 Input: 28×28×1 Input: 32×32×3 Input: 61×13×1
Layer 2 Conv1: 5×5×1×6 Conv1: 3×3×3×64 Conv1: 12×6×1×64
Layer 3 Conv2: 5×5×6×16 Conv2: 3×3×64×192 Conv2: 6×3×64×64
Layer 4 FC1: 400 Conv3: 3×3×192×384 FC1: 1024
Layer 5 FC2: 84 FC1: 4096 FC2: 512
Layer 6 FC3 (Output): 10 FC2: 2048 FC3 (Output): 35
Layer 7 FC3 (Output): 10

* KWS: Key-Word Spotting, Conv: Convolution layer, FC: Fully-connected layer

TABLE I: The DNN models and datasets used in the evaluation.

sorFlow’s Timeline tool [94] that traces and records the

execution time of all the operations of a DNN in the unit

of microseconds. We analyze and compare the execution time

of different sub-networks by analyzing their tracing log files

saved in the JSON (JavaScript Object Notation) format [95].

B. End-to-End Execution Time and Performance

We evaluate the end-to-end execution time and performance

(i.e., inference accuracy) of sub-networks of different sizes

determined by the network utilization, N . The inference time

is measured on both CPU and GPU by calculating the average

feed-forward time on the entire test samples as one input

batch. The training time is evaluated on GPU by measuring the

execution time of one training iteration for both feed-forward

and back-propagation with a mini-batch size of 96 samples.

We use separate datasets for training and testing.
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Fig. 6: The end-to-end execution time and inference accuracy
over the network utilization (N ): The inference time is measured
on both GPU and CPU, and training time is measured on GPU.

Figure 6 shows the end-to-end inference and training time

of the three DNNs for different network utilizations, i.e., from

N = 0.1 to 1.0. All three DNNs show that their inference time

decreases as N decreases without significant loss of inference

accuracy. For example, the sub-network of AlexNet with N =
0.1 achieves 6.7x speedup with only 9% drop of inference

accuracy, i.e., from 76% to 67%. The inference accuracy of

LeNet-5 stays almost the same, i.e., a maximum 2% drop while

providing 2x speedup when N = 0.1. The training time also

decreases as N decreases, e.g., the training time of KWS is

reduced by 4.4x with a sub-network of N = 0.1. However,

their speedup is not linear to N since 1) all the neurons in the

first and the last layers are activated for all sub-networks in

our implementation, and 2) run-time overhead occurs.

C. Usefulness (Utility) of DNN

We next evaluate how SubFlow improves the usefulness of

a DNN given dynamic deadlines against the same original

DNNs that run without SubFlow. We measure the usefulness

of inference and training tasks based on the inference accuracy

and the training ratio that indicates the ratio of the DNN

components trained within the deadline, respectively. Figure 7

shows the usefulness of the three DNNs, i.e., the inference

accuracy (GPU and CPU) and training ratio (GPU) over a

range of dynamic deadlines. Unlike the non-SubFlow DNNs,

SubFlow makes the best use of the DNNs for a given deadline

by flexibly utilizing them, and completing the inference or

training task in time. For example, SubFlow AlexNet achieves

74% average inference accuracy, which is 2% lower than

the original DNN (76%), for the deadlines ranging between

1800μ and 5700μs, while the non-SubFlow DNN achieves 0%

accuracy for the same set of deadlines as shown in Figure 7d.

As the deadline gets closer to the execution time of the original

DNN, the accuracy of SubFlow AlexNet approaches 76% since

the full network is executed. On the other hand, the non-

SubFlow DNN results in zero usefulness unless the deadline is

equivalent to or larger than the execution time. For deadlines

smaller than that, its usefulness is zero since they are not even

executed, or the execution completed after the deadline.
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Fig. 7: The usefulness (inference accuracy and training ratio)
over dynamic deadline: SubFlow vs. non-SubFlow. (a)-(c): LeNet-
5 (MNIST), (d)-(f): AlexNet (CIFAR-10), and (g)-(i): KWS (GSC).
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D. Run-time Overhead

We measure two types of run-time overheads of SubFlow:

1) the sub-network construction overhead, and 2) the sub-

network execution overhead for one single input sample which

is the additional computation time required to run a DNN with

SubFlow. These two overheads are obtained 1) by measuring

the time needed to generate the activation vector, ali in

Equation 6 for all layers, which is required to construct a sub-

network, and 2) by measuring the execution overhead time and

the actual execution time separately during the feed-forward

and back-propagation.
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Fig. 8: The run-time overhead: (a): the construction overhead for
all the three DNNs. (b), (c), and (d): the actual execution time (gray)
vs. execution overhead (red) of each DNN.

Figure 8a shows the sub-network construction overhead of

the three DNNs for different network utilizations, which stays

the same (LeNet-5 and KWS) or increases slightly (AlexNet)

with increased network utilization. They do not tend to change

significantly with different network utilization settings since

the same length of activation vector is generated for sub-

network of any size; the only difference between sub-networks

is the composition of ones and zeros. Also, their absolute time

costs are low since an activation vector is efficiently generated

from the rank of neurons that is pre-computed at compile-

time. Figure 8b, 8c, and 8d show the sub-network execution

overhead, which is higher than the construction overhead.

For example, the inference overhead of AlexNet on GPU,

709μs, which is 7% of the total inference time (8915μs), is

almost twice higher than the construction overhead of the full-

size sub-network (333μs, N = 1.0). The ratio of execution

overhead to the total execution time increases as the sub-

network size decreases, e.g., from 7% to 27% in AlexNet

with network utilization settings 1.0 and 0.1, respectively. The

execution overhead ratio increases for smaller sub-networks

since the overhead remains similar for all sizes of sub-network

while the actual computation time decreases with the size. It

shows that the execution overhead is critical to small sub-

networks and should be further decreased so that they can be

efficiently executed with tighter time constraints.

E. Comparison with the State-of-the-Art

We compare SubFlow with two state-of-the-art DNN execu-

tion algorithms: 1) BranchyNet [96] that makes an early exit of

the DNN for fast inference and 2) AdapDeep [97] that accel-

erates a DNN with a combination of compression techniques.

Table II provides their inference and training speeds on CPU

and/or GPU, and the inference accuracy of the two DNNs, i.e.,

LeNet-5 (MNIST) and AlexNet (CIFAR-10). We observe that

SubFlow achieves comparable speedup and inference accuracy

to the other two. Also, it achieves flexible execution for both

inference and training, unlike the other two methods that lack

such flexibility (AdaDeep) and training speedup (BranchyNet).

For example, SubFlow AlexNet on GPU achieves dynamic

speedup for both inference (1.0x–6.7x) and training (1.0x–

3.1x), while BranchyNet achieves 1.0x–2.4x speedup only

for inference without providing dynamic training speedup.

AdaDeep achieves a fixed speedup for inference (2.3x on

CPU), but does not achieve training speedup at all.

LeNet-5 Inference Speed Training Speed Inference
(MNIST) (CPU / GPU) (GPU) Accuracy
SubFlow 1.0x–1.3x / 1.0x–1.8x 1.0x–3.2x 0.97–0.99

BranchyNet [96] 1.0x–5.4x / 1.0–4.7x N/A 0.98–0.99
AdaDeep [97] 1.8x / N/A N/A 0.97

AlextNet Inference Speed Training Speed Inference
(CIFAR-10) (CPU / GPU) (GPU) Accuracy

SubFlow 1.0x–2.4x / 1.0x–6.7x 1.0x–3.1x 0.67–0.76
BranchyNet [96] 1.0–1.5x / 1.0–2.4x N/A 0.75–0.79

AdaDeep [97] 2.3x / N/A N/A 0.72

* For SubFlow, the network utilization is set as N = [0.1, 1.0].

TABLE II: Comparison between SubFlow, BranchNet, and AdaDeep.

VIII. APPLICATION

We implement an autonomous mobile robot as an example

application of SubFlow, which detects obstacles by generating

depth maps from a camera image in real-time [9], [58], [67],

[68]. While driving, a CNN (convolutional neural network)

transforms an RGB image into a depth map where the required

latency of transformation changes based on the traveling speed

of the robot. The faster it runs, the quicker the transformation

should be performed to detect an obstacle in time. Figure 9a

shows our mobile robot that executes a depth-estimation

CNN [58] with SubFlow on its GPU for obstacle detection.

It is implemented using Jetson Nano [57], an embedded GPU

platform having NVIDIA Maxwell GPU, ARM A57 CPU, and

4 GB of RAM. The robot has a camera in the front, and two

motors and wheels on both sides installed on the skeleton that

we printed on a 3D printer. Table III shows the architecture of

the depth estimation CNN [58] executed by the mobile robot.

We use NYU depth dataset V2 [98] for training and testing.

A. End-to-End Execution Time and Performance

Figure 10 shows the execution time and depth estimation

error of the CNN over the network utilization, N . The execu-

tion time is measured the same way as in Section VII, and the

estimation error is measured with linear RMSE [67], which

is calculated by

√
1
n

∑n
j=1

∥∥ỹj − y∗j
∥∥2
2
, where ỹj and y∗j is

the j-th output of a sub-network and ground truth, respectively.
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(a) Depth-based obstacle detection (b) The mobile robot

Fig. 9: SubFlow robot performing depth-based obstacle detection.
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Fig. 10: Execution time and er-
ror over the network utilization.

Depth CNN (NYU2)
Layer 1 Input: 60×80×3
Layer 2 Conv1: 11×11×3×96
Layer 3 Conv2: 5×5×96×256
Layer 4 Conv3: 3×3×256×384
Layer 5 Conv4: 3×3×384×384
Layer 6 FC1: 2048
Layer 7 FC2 (Output): 4800

TABLE III: The depth estima-
tion CNN architecture [58].

Figure 11 shows example depth maps generated from different

sub-networks with N = 0.1, 0.3, 0.5, 0.9, and 1.0.

(a) RGB image (b) Ground Truth (c) N = 0.1 (d) N = 0.3

(e) N = 0.5 (f) N = 0.7 (g) N = 0.9 (h) N = 1.0

Fig. 11: Depth map images generated from different settings of N .

B. Real-World Deployment

As a real-life experiment, we evaluate the execution time

and depth estimation error by running the mobile robot at

various speeds that impose different execution time budgets

(latency) on the depth CNN. We deploy the robot in the

corridor, kitchen, and bedroom of an apartment that has typical

furniture such as chairs, desks, and a bed (Figure 9b). The

robot runs for three hours and executes 50,000 CNN jobs. We

randomly change the speed of the robot (2cm/s–20cm/s) to

enable dynamic deadlines that we empirically obtain during

preliminary experiment. The result, summarized in Table IV,

shows that the execution of the CNN completes within the

time budget with a small variance.

Since obstacle detection is critical to safe driving, the robot

may want to execute only the sub-networks generating depth

map with an error lower than a threshold, which makes it

navigate without a collision. To experiment in this scenario,

we limit the execution of sub-networks that cause large errors

(0.068). Figure 12 shows the execution time and error over

velocity with and without the error threshold. The execution

Velocity 20 cm/s 16 cm/s 12 cm/s 8 cm/s 4 cm/s 2 cm/s
Budget 22 ms 66 ms 110 ms 154 ms 198 ms 220 ms
Avg-ET 23.1 ms 68.2 ms 112.6 ms 152.2 ms 197.6 ms 219.8 ms
Min-ET 22.5 ms 66 ms 108 ms 147 ms 192 ms 212.5 ms
Max-ET 23.62 ms 69.7 ms 114 ms 155.7 ms 202 ms 225 ms

N 0.01 0.04 0.25 0.61 0.92 1.00
Error 0.1669438 0.082438 0.054829 0.046986 0.044965 0.04365

* Velocity: Traveling speed of the robot (centimeters per second), Budget: Execution time
budget (milliseconds), Avg-ET: Average execution time (milliseconds), Min-ET: Minimum
execution time (milliseconds), Max-ET: Maximum execution time (milliseconds), N:
Network utilization, Error: Depth estimation error

TABLE IV: Execution time budget, actual execution time, network
utilization, and depth estimation error of the mobile robot with
various running speeds.

0
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
0.20

In
fe

re
nc

e 
er

ro
r

2 4 6 8 10 12 14 16 18 20
Velocity (cm/s)

0

50

100

150

200

250

Ti
m

e 
(m

s)

Execution time (L) Budget (L) Error (R)

Deadline miss

Deadline met

(a) Error threshold: None

0
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
0.20

In
fe

re
nc

e 
er

ro
r

2 4 6 8 10 12 14 16 18 20
Velocity (cm/s)

0

50

100

150

200

250

Ti
m

e 
(m

s)

Execution time (L) Budget (L) Error (R)

Error
threshold

Deadline miss

Deadline met

(b) Error threshold: 0.068

Fig. 12: The execution time and error over velocity with and
without an error threshold: The execution time budget that changes
based on the velocity is drawn with a diagonal line. The deadline is
met if the execution time is under the diagonal line, missed otherwise.

time budget is shown as a diagonal line, implying that the

execution time above the line is a deadline miss. Without

the threshold, Figure 12a shows that the robot meets all the

deadlines in the entire speed range, but generates a depth map

with a high error at high speed. On the other hand, Figure 12b

shows that the error is limited to 0.068 for all the speeds

by executing only the sub-networks with an error below the

threshold, which ensures the desired level of performance. In

consequence of not performing the sub-networks resulting in

error higher than the threshold, the robot misses the deadlines

when running faster than 14 cm/s in return for the low error.

IX. DISCUSSION

Scalability to Larger DNNs. Although the DNNs used in the

evaluation, e.g., AlexNet [6] (15M parameters), are smaller

than ResNet [99] (26M parameters), we expect SubFlow to

achieve better results with larger networks like ResNet since

they have more room for optimization [100]. An induced

sub-graph can be constructed with residual connections, and

SubFlow supports both convolution and fully-connected lay-

ers. In this paper, we followed to design our workload based

on many recent works [79], [97], [101]–[103] for embedded

systems, which demonstrates that results hold for both low-

end CPUs and embedded GPUs. We hypothesize that smaller

DNNs like LeNet-5 [53] used in the evaluation are harder

cases for SubFlow as there is little scope for speedup and/or

compression.

Accuracy Requirements. While SubFlow minimizes the loss

of inference accuracy when constructing a sub-network for

the time-bound execution, the accuracy drop is expected to

increase in general as the size of a sub-network decrease. Since
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the accuracy is critical for many safety-critical applications,

SubFlow limits the maximum loss of accuracy above a certain

level by controlling the network utilization parameter that

limits the construction and execution of sub-networks whose

expected accuracy is lower than the desired level. The expected

accuracy over network size is obtained by running various

sizes of sub-networks offline before the DNN is deployed

on the system. For some applications where both accuracy

and real-time execution are critical, SubFlow can provide

intermediate inference results faster than the full-size network,

which serves as preliminary guidance before getting the high-

accuracy result from the full-size network.

X. RELATED WORK

Real-Time DNNs. RTDNN [104] adapts the parameters and

structure of DNN to a dataset in real-time conditions. Although

it performs an adaptation without requiring a significant num-

ber of samples, it does not support convolutional DNN and

relies on competitive learning [105] that is not widely used in

many DNNs. Based on the constructive network model [106],

[107] proposed a real-time learning algorithm, which can

automatically select appropriate values of neural quantizers

and determine the parameters of the network. However, their

learning is performed without any real-time constraints, which

is different from SubFlow having definite time budgets. Above

all, none of them provide timing guarantee of DNN execution.

Imprecise Computing. The imprecise computation [108]–

[110] divides a time-critical task into two sub-tasks: mandatory

and optional. The mandatory sub-task is executed to com-

pletion to produce an acceptable result. The optional sub-

task refines the result to reduce the error in the result. The

milestone, sieve function, and multiple version method [111]–

[114] are the popular algorithms for it. However, the division

of a task is not trivial and increases the complexity of schedul-

ing by adding optional tasks to the system. Also, dividing a

task into only two parts does not provide flexible execution.

SubFlow does not require an artificial division of a task

and automatically executes the proper amount of computation

based on flexible construction and execution of sub-networks.

DNN Compression/Prunning. The need to deploy DNNs

on resource constrained systems motivated techniques that

can reduce the storage and computational costs, including

knowledge distillation [38]–[40], low-rank factorization [41]–

[43], pruning [44]–[48], quantization [115]–[117], compres-

sion with structured matrices [118], [119], network binariza-

tion [120]–[122], and hashing [123]. However, they do not

provide real-time guarantee due to their primary focus on size

reduction. Also, the significantly compressed DNNs do not

run nearly as significantly faster since most parameters are

pruned in fully-connected layers while convolutional layers

consume most computation time, as shown in [48], [117],

[124]. Although some algorithms, such as DeepIoT [79],

[125] compress DNNs achieving less execution time, the final

network is not dynamically changed once it is compressed

offline. Moreover, they lack easy-to-follow procedures and

require significant effort, e.g., architecture modification, multi-

rounds of retraining, fine-tuning. In contrast, SubFlow enables

the run-time execution of multiple sub-networks of the DNN

instead of compressing the DNN into one single network

without requiring such an effort. SubFlow also supports time-

bound training, which is missing in most compression works

that only focus on the inference.

Improving Inference Speed. To improve the inference speed,

parallel techniques such as SIMD [126] have been used [127],

which is also employed in the implementation of SubFlow.

Also, faster algorithms specifically for 3x3 convolutional filters

have been studied [128] for VGGNet [77] and ResNet [99].

The early exit is another approach. CDL [129] adds classifiers

to each layer and monitors the output to decide whether a

sample can be exited early. BranchyNet [96] enables more

general branches with additional layers at each exit point. In

contrast, SubFlow executes all the layers without exiting in

the middle. Instead, some neurons of each layer are selected

and executed for speedup. To speed up sparse convolution,

efficient sparse DNNs such as [130], [46], and [131] have

been proposed. Escoin [132] applies the direct sparse con-

volution [89] to GPU in optimizing parallelism and locality.

SparseSep [133] leverages the sparsification of fully-connected

layers and the separation of convolutional kernels for wearable

devices. Although SubFlow uses the direct sparse convolution,

it does not rely on CSR (compressed sparse row) format that

incurs overhead of decoding the sparse format, unlike them.

Improving Training Speed. Dropout [134] and DropCon-

nect [135] can be used not only to increase the performance

with reduced overfitting but also to reduce training time by

performing back-propagation only for a part of DNN. Stochas-

ticDepth [136] starts with deep networks, but during training,

randomly drops a subset of layers and bypasses them. Highway

networks [137] proposes to modify the architecture of deep

feed-forward networks such that information flow across layers

becomes easier. In meProp [138], only a small subset of

the gradient is computed to update the model parameters in

back-propagation. MSBP [139] proposes to store unpropagated

gradients in memory for the next learning. They either change

the DNN architecture or select weight parameters to be

trained based on the magnitude, which may eliminate wrong

parameters [44], [82], unlike SubFlow that does not modify

architecture and use the second-order derivative for selection.

XI. CONCLUSION

We propose SubFlow that enables real-time inference and

training of a DNN by dynamically executing an induced sub-

graph of the DNN according to varying time budget. We

implement SubFlow by extending TensorFlow, which allows

a programmer to design time-aware DNNs based on SubFlow.

Our empirical evaluation result shows that time-bound infer-

ence and training are achieved without experiencing significant

performance loss. We implement an autonomous robot as an

application of SubFlow, which demonstrates that the object

detection task is completed within the time budget that dy-

namically changes based on the running speed of the robot.
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