General Framework for Metric Optimization Problems with Delay or with Deadlines

Yossi Azar
azar@tau.ac.il
Tel Aviv University

Noam Touitou
noamtouitou@mail.tau.ac.il
Tel Aviv University

Abstract—In this paper, we present a framework used to construct and analyze algorithms for online optimization problems with deadlines or with delay over a metric space. Using this framework, we present algorithms for several different problems. We present an $O(D^2)$-competitive deterministic algorithm for online multilevel aggregation with delay on a tree of depth $D$, an exponential improvement over the $O(D^3 2^h)$-competitive algorithm of Bienkowski et al. (ESA ’16), where the only previously-known improvement was for the special case of deadlines by Buchbinder et al. (SODA ’17). We also present an $O(\log^2 n)$-competitive randomized algorithm for online service with delay over any general metric space of $n$ points, improving upon the $O(\log^4 n)$-competitive algorithm by Azar et al. (STOC ’17).

In addition, we present the problem of online facility location with deadlines. In this problem, requests arrive over time in a metric space, and need to be served until their deadlines by facilities that are opened momentarily for some cost. We also consider the problem of facility location with delay, in which the deadlines are replaced with arbitrary delay functions. For those problems, we present $O(\log^2 n)$-competitive algorithms, with $n$ the number of points in the metric space.

The algorithmic framework we present includes techniques for the design of algorithms as well as techniques for their analysis.

I. Introduction

Recently in the field of online algorithms, there has been an increasing interest in online problems involving deadlines or delay. In such problems, requests of some form arrive over time, requiring service. In problems with deadlines, each request is equipped with a deadline, by which the request must be served. In problems with delay, this hard constraint is replaced with a more general constraint. In those problems, each request is equipped with a delay function, such that an algorithm accumulates delay cost while the request remains pending. This provides an incentive for the algorithm to serve the request as soon as possible. Deadlines are a special case of delay, as deadlines can be approximated arbitrarily well by delay functions.

The mechanism of adding delay or deadlines can be used to convert a problem over a sequence into a problem over time. For example, a problem in which an arriving request must immediately be served by the algorithm can be converted into a problem with deadlines, providing more flexibility to a possible solution. This conversion often creates interesting problems over time from problems that are trivial over a sequence, as well as enables much better solutions (i.e. lower cost).

A case of special interest is the case of such problems over a metric space. A notable example, which we consider in this paper, is the online multilevel aggregation problem. In this problem, the requests arrive on the leaves of a tree. At any time, the algorithm may choose to transmit any subtree that includes the root of the tree, at a cost which is the sum of the weights of the subtree’s edges. Pending requests on any leaves contained in the transmitted subtree are served by the transmission. The general delay case of this problem was first considered by Bienkowski et al. [7], who gave a $O(D^4 2^D)$-competitive algorithm for the problem, with $D$ the depth of the tree. Buchbinder et al. [13] then showed a $O(D)$-competitive deterministic algorithm for the deadline case. In this paper, we improve the result of [7] for general delay exponentially.

Another notable example is the online service with delay problem, presented in [5]. In this problem, requests arrive on points in a metric space, accumulating delay while pending. There is a single server in the metric space, which can be moved from one point to another at a cost which is the distance between the two points. Moving a server to a point at which there exists a pending request serves that request. In [5], an $O(\log^4 n)$-competitive randomized algorithm is given for the problem, where $n$ is the number of points in the metric space. This algorithm encompasses a random embedding to a hierarchical well-separated tree (HST) of depth $h = O(\log n)$, and an $O(h^2)$-competitive deterministic algorithm for online service with delay on HSTs. In this paper, we also improve this result to $O(\log^2 n)$ competitiveness.
In addition, we also present the problem of **online facility location with deadlines**. In this problem, requests arrive over time on points of a metric space, each equipped with a deadline. The algorithm can open a facility at any point of the metric space, at some fixed cost. Immediately upon opening a facility, the algorithm may connect any number of pending requests to that facility, serving these requests. Connecting a request to a facility incurs a connection cost which is the distance between the location of the request and the location of the facility. In contrast to previous considerations of online facility location, in our problem the facility is only opened momentarily, disappearing immediately after connecting the requests. We also consider the problem of **online facility location with delay**, in which the deadlines are replaced with arbitrary delay functions. For those problems we present \( O(\log^2 n) \)-competitive algorithms, with \( n \) the number of points in the metric space.

The problem of facility location is a widely researched classic problem. The modification of ephemeral facilities is highly motivated, as it describes an option of renting facilities instead of buying them. As renting shared resources is a growing trend (e.g. in cloud computing), this problem captures many practical scenarios.

Our paper presents algorithms for online facility location with deadlines, online facility location with delay, online multilevel aggregation with delay and online service with delay. These algorithms all share a common framework that we develop. The framework includes techniques for both the design of the algorithms and their analysis. We believe the flexibility and generality of this framework would enable designing and analyzing algorithms for additional problems with deadlines or with delay.

**Our Results**

In this paper, we present a framework used to construct and analyze online optimization problems with deadlines or with delay over a metric space. Using this framework, we present the following algorithms.

1) An \( O(D^2) \)-competitive deterministic algorithm for online multilevel aggregation with delay on a tree of depth \( D \). This is an exponential improvement over the \( O(D^2 2^D) \) bound in [7].

2) An \( O(\log^2 n) \)-competitive randomized algorithm for online service with delay over a metric space with \( n \) points. This improves upon the \( O(\log^4 n) \)-competitive randomized algorithm in [5].

3) An \( O(\log^2 n) \)-competitive randomized algorithm for online facility location with deadlines over a metric space with \( n \) points.

4) An \( O(\log^2 n) \)-competitive randomized algorithm for online facility location with delay over a metric space with \( n \) points.

Our algorithms all share a common framework, which we present. The framework provides general structure to both the algorithm and its analysis.

Such an improvement for the online multilevel aggregation problem is only known for the special case of deadlines, as given in [13].

The algorithms for online facility location with deadlines and with delay can be easily extended to the case in which the cost of opening a facility is different for each point in the metric space. This changes the competitiveness of the algorithms to \( O(\log^2 \Delta + \log \Delta \log n) \), where \( \Delta \) is the aspect ratio of the metric space.

**Our Techniques**

All of our algorithms are based on corresponding competitive algorithms for HSTs. The randomized algorithms for general metric spaces are obtained through randomized HST embedding. The \( O(D^2) \)-competitive deterministic algorithm for online multilevel aggregation with delay on a tree is based on decomposing the tree into a forest of HSTs. This decomposition is similar to that used in [13] for the case of deadlines.

The framework – algorithm design.

In designing algorithms for the problems over HSTs, we use a certain framework. In an algorithm designed using the framework, there is a counter for every node (in the case of facility location) or every edge (in the case of online multilevel aggregation and service with delay). The sizes of the counters vary between the problems considered. When the counter for a tree element (either node or edge) is full, the algorithm resets the counter and explores the subtree rooted at that element.

The process of exploration serves some of the pending requests at that subtree, while simultaneously charging counters of descendant tree elements. The exploration takes place in a DFS fashion – if at any time during the exploration of an element the counter of a descendant element is full, the algorithm immediately suspends the exploration of the current element in favor of its descendant. The exploration of the original element resumes only when the exploration of the descendant is complete.

The exploration of specific element has a certain budget, used to charge counters of descendants. This budget is equal to the size of the counter of the element being explored. The algorithm adheres to
the budget very strictly, spending exactly the amount specified. This is a crucial part of the framework, as exceeding the budget (or falling below budget) by even a constant factor would yield a competitiveness which is exponential in the depth of the tree.

This DFS exploration method is very different from previous algorithms, and enables us to get our improved results. The counter-based structure of our algorithms enables this DFS exploration while controlling the budget. Using the counter-based structure is, in turn, enabled by the techniques that we present in our framework’s analysis.

The framework – analysis.

The analysis of the algorithms of this framework require constructing a preflow - a weighted directed graph which is similar to a flow network, but in which we allow nonnegative excesses at nodes (i.e. more incoming than outgoing). We refer to nodes of the preflow as charging nodes. We construct a source charging node, from which the output is proportional to the cost of the optimum, and then use the preflow to propagate this output throughout the preflow graph. Since the excesses are nonnegative, the sum of the excesses of any subset of charging nodes is a lower bound of the total output from the source charging node, and thus also some lower bound on the cost of the optimum. We construct the preflow in a manner that allows us to locate such a subset of high-excess charging nodes, thus providing the required lower bound.

In the preflows we construct, each tree element (node or edge) is converted to multiple charging nodes, each corresponding to an exploration of that tree element. The possible edges between charging nodes in the preflow depend on the structure of the tree and the operation of our algorithm. Of those possible edges, we describe a procedure that chooses the actual edges of the preflow. This procedure depends on the optimal solution. Though the original metric space is a tree, the multiple copies of each tree element cause the resulting preflow to be a general directed graph.

The goal of the preflow creation procedure is to propagate the optimum’s costs to some “top layer” of charging nodes. This top layer usually consists of nodes corresponding to explorations of the root tree element, though in the case of online service with delay the definition is different. The charging nodes of that top layer are then chosen to lower bound the optimum, as described.

The preflow creation procedure involves creating colors at the “top” layer of the charging nodes. These colors are then propagated, through some set of propagation rules, to nodes in lower layers. Each color corresponds to the charging node in which it originated, with the exception of two colors – the empty color, and an additional “special” color. As nodes are colored, the possible edges that contain them become actual edges of the preflow.

We now discuss the techniques used in each of the problems in this paper.

Online facility location with deadlines.

We use our framework in constructing an algorithm for this problem over an HST. The algorithm maintains a counter on each node (other than the root node), such that each counter is of size \( f \), where \( f \) is the cost of opening a facility. Whenever a counter is full, it resets and triggers an exploration of that node. Whenever the deadline of a pending request expires, the algorithm starts an exploration of the root node.

In the exploration of a node \( u \), the algorithm opens a facility at \( u \), and considers pending requests in the node’s subtree according to increasing deadline. For each request considered, it raises the counter of the child node on the path to the request by the cost of connecting that request to \( u \). If the counter of the child is full, an exploration of that child is called recursively, which would surely serve the considered request. Otherwise, the algorithm connects that request to \( u \). As per the framework, the budget of \( u \)’s exploration for raising these counters is exactly \( f \).

Online facility location with delay.

The algorithm for this problem is an extension of the deadline case. An exploration of the root node is now triggered upon a set of requests which is critical, i.e. has accumulated large delay.

The significant difference between the delay case and the deadline case is in the exploration itself. In the deadline case, the exploration of a node \( u \) spends its budget attempting to “push back” the next occurrence of a single event (i.e. the earliest deadline of a pending request in the subtree rooted at \( u \)). In the delay case, there are two events to consider. The first event is a single request with a delay large enough to justify connection to \( u \). The second event is a “coalition” of many tightly-grouped requests with small individual delay, but large overall delay. This coalition does not justify connection to \( u \), but does merit opening a facility near the coalition.

Online multilevel aggregation with delay.

In our algorithm for this problem over HSTs, each edge has a counter. The size of the counter is the weight
of edge. This is in contrast to our algorithms for the facility location problems, in which all counters were of the same size. We assume, without loss of generality, that there exists a single edge exiting the root node, called the root edge. As in the facility location case, an exploration of the root edge is triggered when the delay of a set of requests becomes high.

In our algorithm, exploring an edge means adding descendant edges to the transmitted subtree. The explored edge again has a budget equal to its weight. The exploration repeatedly chooses the earliest point in time in which the delay of a set of requests exceeds the cost of expanding the transmission to include these requests. It then raises the counter of the descendant edge in the direction of that request set. Note the contrast with the algorithms for facility location – the explored edge is allowed to raise the counters of its descendant edges, and not just of its immediate children.

While the analysis for our facility location problems required constructing a single preflow to get a lower bound on the cost of the optimum, the analysis for online multilevel aggregation with delay requires constructing an additional preflow to get an upper bound on the cost of the algorithm.

**Online service with delay.**

Our algorithm for this problem uses the exploration method of the algorithm for online multilevel aggregation with delay. However, the tree to be explored is not the entire tree, but rather some subtree according to the location of the server. The concepts of relative trees and major edges are defined in a similar way to [5]. We also use a potential function based on the distance of the algorithm’s server from the optimum’s server. As the algorithm consists (mainly) of making calls to the multilevel aggregation exploration, the analysis divides these explorations to those for which the optimum can be charged (using similar arguments to the analysis of the multilevel aggregation algorithm), and explorations for which the costs are covered by the potential function.

**Related Work**

The online multilevel aggregation problem generalizes a range of studied problems, such as the TCP acknowledgment problem [14], [17], [22] and the joint replenishment problem [8], [12], [15]. For both the deadline and delay variants of online multilevel aggregation, the best known lower bounds are only constant [8]. Bienkowski et al. [7] were the first to present an algorithm for the online multilevel aggregation problem with arbitrary delay functions, which is \( O(D^{42D}) \)-competitive. Buchbinder et al. [13] presented an \( O(D) \)-competitive algorithm for the special case of deadlines.

The problem of online service with delay was presented in [5], along with the \( O(\log^4 n) \)-competitive randomized algorithm for a general metric space of \( n \) points. The problem has also been studied over specific metric spaces, such as uniform metric and line metric, in which improved results can be achieved [5], [11].

Another metric optimization problem with delay is the problem of matching with delay [2], [19], [18], [4], [9], [10]. For this problem, arbitrary delay functions are intractable, and thus the main line of work focuses on linear delay functions.

Additional problems with delay exist other than those over a metric space. The set aggregation problem, presented in [16], is a variant of set cover with delay. The problem of bin packing with delay is presented in [3].

The classic online facility location problem, suggested by Meyerson [23], has also been studied [21], [1]. In this problem, requests arrive one after the other, and the algorithm must either connect a request to an existing facility immediately upon the request’s arrival, or open a facility at the request’s location. This problem is different from the problems of facility location with deadlines and facility location with delay presented in this paper. The main difference is that in our problems, a facility is only opened momentarily, which only allows immediate connection of pending requests. In contrast, an opened facility in the online facility location of [23] is permanent, allowing the connection of any future request to that facility.

**Paper Organization.**

Section II presents the problem of online facility location with deadlines, and an \( O(\log^2 n) \)-competitive randomized algorithm for the problem, as well as its analysis. Section III discusses the more general problem of online facility location with delay, and extending the algorithm for the deadline case in Section II to an \( O(\log^3 n) \)-competitive algorithm for the case of delay. Section IV presents the \( O(D^2) \)-competitive deterministic algorithm for online multilevel aggregation with delay. Section V presents the \( O(\log^3 n) \)-competitive randomized algorithm for online service with delay, which relies on the algorithm for online multilevel aggregation with delay given in Section IV.

**II. ONLINE FACILITY LOCATION WITH DEADLINES**

A. **Problem and Notation**

In the online facility location with deadlines problem, requests arrive on points of a metric space over time.
Each request is associated with a deadline, by which it must be served. An algorithm for the problem can choose, in any point in time, to open a facility at any point in the metric space momentarily, at a cost of $f$. Immediately upon opening the facility, the algorithm must choose the subset of pending requests (i.e. requests that have arrived but have not been served) to connect to the facility. The cost of connecting each request to the facility is the distance between the request’s location and the facility’s location. Connecting a request to a facility serves that request. Immediately after connecting the requests, the facility disappears. We allow opening a facility at the same point more than once, at different times.

Formally, we are given a metric space $A = (A, \delta_A)$ such that $|A| = n$. A request is a tuple $q = (v_q, r_q, d_q)$ such that $v_q$ is a point in $A$, the arrival time of the request is $r_q$ and the deadline of the request is $d_q$. We assume, without loss of generality, that all deadlines are distinct. For any instance of the problem, the algorithm’s solution has two costs. The first is the buying cost (or opening cost) $ALG^B = m_f$, where $m$ is the number of facilities opened by the algorithm. Denoting by $Q$ the set of requests in the instance, and denoting by $\beta_q$ the location of the facility to which the algorithm connects request $q$, the second cost of the algorithm is the connection cost $ALG^C = \sum_{q \in Q} \delta_A(v_q, \beta_q)$. Wherever a single metric space $A$ is considered, we write $\delta = \delta_A$.

The goal of the algorithm is to minimize the total cost, which is $ALG = ALG^B + ALG^C$.

For the special case in which $A$ is a tree $T$, and $\delta$ is the distance between nodes in $T$, we denote the root of $T$ by $r$ and the weight function on the edges of the tree by $w$. We assume, without loss of generality, that the requests only arrive on leaves of the tree.

The following definitions regarding trees are used throughout the paper.

**Definition II.1.** For every tree node $u \in T$, we use the following notations:

- For $u \neq r$, we denote by $p(u)$ the parent of $u$ in the tree. We denote by $T_u$ the subtree rooted at $u$.
- For a set of requests $Q \subseteq T_u$, we denote by $T_u^Q \subseteq T_u$ the subtree spanned by $u$ and the leaves of $Q$.

The following definition is similar to the usual definition of a $\beta$-HST, except that we allow a child edge to be strictly smaller than $\frac{1}{\beta}$ times its parent edge.

**Definition II.2 (\((\geq \beta)\)-HST).** A rooted tree $T$ is a $(\geq \beta)$-HST if for any two edges $e, e' \in T$ such that $e$ is a parent edge of $e'$, we have that $w(e) \geq \beta w(e')$.

When considering the problem over a tree $T$, we assume, without loss of generality, that $w(e) \leq f$ for any edge $e \in T$. Indeed, if this is not the case, no request would be connected over $e$, effectively yielding two disjoint instances of the problem.

In this section, we prove the following theorem.

**Theorem II.3.** There exists an $O(\log^2 n)$-competitive randomized algorithm for online facility location with deadlines for any metric space of $n$ points.

**B. Algorithm for HSTs**

We present an algorithm for facility location with deadlines on a $(\geq 2)$-HST $T$ of depth $D$. We denote the root of the tree by $r$.

We make the assumption that the total weight of any path from the root to a leaf is at most $f$. In a $(\geq 2)$-HST, the total weight of such a path is at most twice the weight of the top edge, which is at most $f$. Thus, this assumption only costs us a constant factor of 2 in competitiveness.

Without loss of generality, we allow the algorithm to open facilities on internal nodes of the tree. Indeed, any algorithm that opens facilities on internal nodes can be converted to an algorithm that only opens facilities on leaves in the following manner. Consider a facility opened by the original algorithm on the internal node $u$, and denote by $Q$ the set of requests connected to that facility. The modified algorithm would open the facility at $v_q$, instead, where $q^* = \arg \min_{q \in Q} \delta(u, v_q)$, and connect the original requests. Through triangle inequality, the connection cost of the modified algorithm is at most twice larger.

**Algorithm’s description.** The algorithm for facility location with deadlines on a $(\geq 2)$-HST is given in Algorithm 1. The algorithm waits until the deadline of a pending request. It then begins exploring the root node. An exploration of a node $u$ consists of considering the pending requests in $T_u$ by order of increasing deadline. The exploration has a budget of exactly $f$ to spend on raising counters of child nodes – it maintains that budget in the variable $b_u$. When considering a request $q$, the algorithm raises the counter of the child node $v$, denoted $c_v$, in the algorithm, for the child node $v$ in the request’s direction. The counter is raised by the smallest of $\delta(v_q, u)$, the amount required to fill $c_v$, and the remaining budget $b_u$. If this fills the counter of $v$, the exploration of $u$ is paused, and a new exploration of $v$ is started, in a DFS manner. We claim, in the analysis, that this exploration of $v$ connects $q$. Otherwise, the request $q$ is connected to $u$. 64
Algorithm 1: Facility Location with Deadlines

Initialization.
1. Initialize \( c_u \leftarrow 0 \) for any node \( u \in T \setminus \{r\} \).
2. Declare \( b_u \) for any node \( u \in T \).

Event Function UponDeadline() // Upon expired deadline of pending request at time \( t \)
3. \( \text{Explore}(r) \)

Function Explore(\( u \))

4. \( \text{Open}(u) \)
   // Spend a budget of \( f \) on charging child node counters
   \begin{align*}
   & \text{set } b_u \leftarrow f \\
   \text{while } b_u \neq 0 \text{ and there remain pending requests in } T_u \text{ do} \\
   & \quad \text{let } q \text{ be the pending request with earliest deadline in } T_u \\
   & \quad \text{let } v \text{ be the child of } u \text{ on the path to } v_q \\
   & \quad \text{call } \text{Invest}(u,v,\delta(u,v_q)) \\
   & \quad \text{if } c_v = f \text{ then set } c_v \leftarrow 0 \text{ ; call Explore}(v). \\
   & \quad \text{if } q \text{ is still pending then connect } q \text{ to facility at } u \\
   \end{align*}

Algorithm 1: Facility Location with Deadlines (cont.)

Function Open(\( u \))

5. \( \text{open facility at } u. \)
6. \( \text{if } u \text{ is a leaf node then connect to facility all pending requests on } u \)

Function Invest(\( u,v,x \)) // Invests in \( v \)'s counter either \( x \), or until \( v \)'s counter is full, or until \( u \) is out of budget.

7. \( \text{let } y \leftarrow \min(x,b_u,f-c_v) \)
8. \( \text{increase } c_v \text{ by } y \)
9. \( \text{decrease } b_u \text{ by } y \)
10. \( \text{return } y \)

C. Analysis

Fix any instance of online facility location with deadlines on a \((\geq 2)\)-HST. Let OPT be any solution to the instance. We denote by OPT\(^B\) the total buying cost of OPT, and by OPT\(^C\) the total connection cost of OPT. Denote by ALG the total cost of the solution of Algorithm 1 for this problem. In this subsection, we prove the following theorem.

**Theorem II.4.** \( \text{ALG} \leq O(D^2) \cdot \text{OPT}^B + O(D) \cdot \text{OPT}^C. \)

To prove Theorem II.4, we show validity of the algorithm, an upper bound for ALG and a lower bound for OPT.

1) Validity of the Algorithm

The following proposition and its corollary show that the algorithm is valid.

**Proposition II.5.** Let \( q \) be a request considered in a call to Explore(\( u \)). Then \( q \) is served when Explore(\( u \)) returns.

**Proof:** This is guaranteed by the condition check at the end of the main loop in Explore. \( \blacksquare \)

**Corollary II.6.** Every request is served by its deadline. That is, the algorithm is valid.

**Proof:** Observe that upon the deadline of a request \( q \), Explore(\( r \)) is called, and immediately considers \( q \). Proposition II.5 concludes the proof. \( \blacksquare \)

2) Upper Bounding ALG

Throughout the analysis, we denote by \( k \) the number of calls to UponDeadline made by the algorithm. We also denote by \( t_1, ..., t_k \) the times of these \( k \) calls, by increasing order. We prove the following lemma.
Lemma II.7. \( \text{ALG} \leq 3 \cdot (D+1) \cdot kf \).

The proof of Lemma II.7 is through providing an upper bound for the cumulative amount by which counters are raised in the algorithm, then bounding the cost of the algorithm by that cumulative amount.

Observation II.8. Observe any node \( u \), and consider a call to \( \text{Explore}(u) \). Denote by \( x \) the total amount by which \( \text{Explore}(u) \) increases the counters of its children nodes through calls to \( \text{Invest} \). Then we have that \( x \leq f \). Moreover, if there exists a pending request in \( T_u \) after the return of \( \text{Explore}(u) \), then \( x = f \).

From the previous observation, the following observation follows.

Observation II.9. For any \( u \), \( \text{Explore}(u) \) is called at most once at any time \( t \).

Using the last observation, we refer to a call to \( \text{Explore}(u) \) at time \( t \) by \( \text{Explore}_t(u) \).

Observe the state of each counter in the algorithm over time. The counter undergoes phases, such that in the start of each phase its value is 0. The counter increases in value during the phase until it reaches \( f \), and is then reset to 0, triggering a service and the end of the phase.

We define a virtual counter \( \bar{c}_u \) which contains the cumulative value of \( c_u \). That is, whenever \( c_u \) increases, \( \bar{c}_u \) increases by the same amount, but \( \bar{c}_u \) is never reset when \( c_u \) is reset. For the sake of analysis, we also consider a virtual counter \( \bar{c}_r \), which is raised by \( f \) whenever \( \text{Explore}(r) \) is called.

Propositions II.10 and II.11 immediately yield Lemma II.7, and their proofs are given the full version of the paper.

**Proposition II.10.** \( \sum_{u \in T} \bar{c}_u \leq (D + 1)kf \)

**Proposition II.11.** \( \text{ALG} \leq 3 \cdot \sum_{u \in T} \bar{c}_u \)

3) Lower Bounding OPT

We now provide a lower bound for the cost of OPT, through proving the following lemma. Recall that \( k \) is the number of calls to \( \text{Explore}(r) \).

**Lemma II.12.** \( kf \leq 2(D + 1) \cdot \text{OPT}^B + 4 \cdot \text{OPT}^C \)

**Charging nodes and incurred costs.**

We define a charging node to be a tuple \( (u, [\tau_1, \tau_2]) \) such that \( u \in T \), and \( \tau_1, \tau_2 \) are two subsequent times in which \( \text{Explore}(u) \) is called. We allow the charging nodes of the form \( (u, [\tau_1, \tau_2]) \) in which \( \tau_1 = -\infty \) and \( \tau_2 = \infty \). We denote by \( M \) the set of charging nodes.

For a charging node \( \mu = (u, [\tau_1, \tau_2]) \), we have the following.

1) Let \( c_b(\mu) \) be the buying cost incurred by OPT in \( \mu \), defined to be the total cost at which OPT opened facilities in \( T_u \) during \( [\tau_1, \tau_2] \).

2) Let \( c_c(\mu) \) be the connection cost incurred by OPT in \( \mu \), defined to be \( \sum_{q \in Q} \delta(p(u), v_q) \), where \( Q \) is the set of requests \( q \) such that \( v_q \in T_u \), \( r_q \in [\tau_1, \tau_2] \) and OPT connected \( q \) to a facility outside \( T_u \).

Let \( c(\mu) = c_b(\mu) + c_c(\mu) \) be the total cost OPT incurred in \( \mu \).

**Lemma II.13.** \( \sum_{\mu} c(\mu) \leq 2(D+1) \cdot \text{OPT}^B + 4 \cdot \text{OPT}^C \)

**Proof:** In the full version of the paper.

**Definition II.14** (excess). Let \( G = (V', E) \) be a directed multigraph, with a non-negative weight function \( \alpha : E \rightarrow \mathbb{R}^+ \) defined on its edges. We denote by \( E^+_v \subseteq E \) the set of edges entering node \( v \), and by \( E^-_v \subseteq E \) the set of edges leaving \( v \). We define the excess at a node \( v \in V' \) to be \( \chi_v = \sum_{\sigma \in E^+_v} \alpha(\sigma) - \sum_{\sigma \in E^-_v} \alpha(\sigma) \).

Note that every edge \( \sigma \in E \) from \( u \) to \( v \) is counted in \( \chi_u \) and \( \chi_v \) with opposite signs. The following observation follows.

**Observation II.15.** For any \( G = (V', E) \) and weights \( \alpha : E \rightarrow \mathbb{R}^+ \), we have \( \sum_{v \in V} \chi_v = 0 \).

**Definition II.16.** For a graph \( G = (V' = V \cup \{s\}, E) \) and non-negative weights \( \alpha : E \rightarrow \mathbb{R}^+ \), we say that \( Z = (G, s, \alpha) \) is a preflow if for every node \( v \neq s \) we have that \( \chi_v \geq 0 \). We call \( s \) the source node of the preflow.

Observation II.15 yields that \( \chi_s \leq 0 \) for every preflow \( Z = (G, s, \alpha) \). We write \( \omega_Z = -\chi_s \).

**Proposition II.17.** For \( G = (V \cup \{s\}, E) \) a directed graph, for weights \( \alpha : E \rightarrow \mathbb{R}^+ \) such that \( Z = (G, s, \alpha) \) is a preflow, and for every \( S \subseteq V \), we have \( \sum_{v \in S} \chi_v \leq \omega_Z \).

**Proof:** Observation II.15 and the definition of a preflow, we get \( \sum_{v \in S} \chi_v \leq \sum_{v \in V} \chi_v = -\chi_s = \omega_Z \).

We now construct a preflow to lower bound OPT. The graph \( G \) underlying the preflow has the set of nodes \( M \cup \{s\} \), where \( M \) is the set of charging nodes and \( s \) is a source node.

Consider a charging node \( \mu = (u, [\tau_1, \tau_2]) \). We have that \( [\tau_1, \tau_2] \) corresponds to a phase of the counter \( c_u \),
since $c_u$ was empty at $\tau_1$ and was filled and emptied again until time $\tau_2$.

**Definition II.18 (Investing).** Observe two charging nodes $\mu = (u, [\tau_1, \tau_2])$ and $\mu' = (u' = p(u), [\tau_1', \tau_2'])$. We say that $\mu'$ invested $x$ in $\mu$ if the function call $\text{Explore}_{\tau_1'}(u')$ increased $c_u$ by $x$, through calls to $\text{Invest}$, during the phase of $c_u$ between $\tau_1$ and $\tau_2$.

**Definition II.19 ($\lambda^t_u$ and $\lambda_u$).** For every function call $\text{Explore}_{t}(u)$ for some $u \in T$ and time $t$, we denote by $\lambda^t_u$ the earliest deadline of a pending request in $T_u$ immediately after the return of $\text{Explore}_{t}(u)$ (if there are no pending requests in $T_u$, we write $\lambda^\infty_u = \infty$).

In addition, for a charging node $\mu = (u, [\tau_1, \tau_2])$ with $\tau_1 \neq -\infty$, we write $\lambda_u = \lambda^\tau_2_u$.

**Possible edges.**

We describe the set of possible edges in $G$ from nodes in $M$ to other nodes in $M$, denoted by $E$, and the weight function $\alpha : E \rightarrow \mathbb{R}^+$. The final set of edges added to $G$ by the preflow-building procedure from the nodes of $M$ to themselves is a subset of $E$. The set $E$ contains an edge $\sigma$ from any charging node $\mu_1 = (u_1, [\tau_1^1, \tau_2^1])$ to any charging node $\mu_2 = (u_2, [\tau_1^2, \tau_2^2])$ if $\mu_1$ invested in $\mu_2$. We set the weight $\alpha(\sigma)$ to be the amount that $\mu_1$ invested in $\mu_2$.

The procedure which constructs the preflow, as well as the proof of Lemma II.12, appear in the full version of the paper. Figure 2 gives a visualization of this procedure.

**Proof of Theorem II.4:** Combining Lemmas II.7 and II.12, we have that

$$\text{ALG} \leq Dkf \leq O(D^2) \cdot \text{OPT}^B + O(D) \cdot \text{OPT}^C$$

□

**Remark II.20.** Our algorithm and its analysis also work in the case that the cost of opening a facility is different between nodes in the tree, as long as the cost of opening a facility at a node is at least the cost of opening a facility at its parent node. If this is not the case, the analysis would no longer hold.

### III. Online Facility Location with Delay

We now describe the facility location with delay problem. The problem is an extension of the facility location with deadlines problem, in which the deadline for each request $q$ is replaced with an arbitrary delay function $d_q(t)$ associated with that request. Each delay function is required to be continuous and monotonically non-decreasing. This is indeed an extension of the deadline problem, as a deadline can be described as a step function, which goes from 0 to infinity at the time of the deadline. Such a step function can be approximated arbitrarily well by a continuous delay function.

A feasible solution for a facility location with delay instance consists of opening facilities and connecting each request to some facility, as in the deadline case. In addition to the opening costs and connection costs incurred, the solution also pays $d_q(t)$ for each request $q$ connected at time $t$. Overall, for an instance of the
In this figure, we see the stages of the preflow construction in the preflow-building procedure, visualized on a set of charging nodes corresponding to a branch in the tree. Sub-Figure 2a shows the state after the initialization, where the Special color has been assigned. The nodes with the Special color appear as striped. The gray edges are the edges of $\overline{E}$, not yet added to the edge set $E$.

Sub-Figure 2b shows the state after the creation of the colors at the root charging nodes. Note that when a node is colored, the edges of $\overline{E}$ incoming to that node are added to $E$. In the figure, nodes with the None color for which the procedure will not call SetColor again (i.e. None is their final color) are colored gray. Note that the procedure does not call SetColor for the final root node (the interval of which ends at $\infty$), and thus its color remains None.

Sub-Figure 2c shows the state after the propagation of colors to the nodes at depth 1. Sub-Figure 2d shows the final state of the preflow, after coloring the nodes at the maximum depth. Note that the color of a node $\mu$ at the maximum depth is either Special or None, as $\lambda_\mu = \infty$.

Problem with requests $Q$, the algorithm incurs the delay cost $ALG^D = \sum_{q \in Q} d_q(t_q)$, where $t_q$ is the time in which $q$ is served by the algorithm.

The algorithm’s goal is to minimize the total cost $ALG = ALG^B + ALG^C + ALG^D$.

Without loss of generality, we assume that $d_q(r_q) = 0$. Indeed, if this is not the case, observe that any solution (including the optimal one) must pay this initial amount of $d_q(r_q)$ in delay for that request, which only reduces the competitive ratio of any online algorithm.

In the full version of the paper, we prove the following theorem.

**Theorem III.1.** There exists an $O(\log^2 n)$-competitive randomized algorithm for facility location with delay for a general metric space of size $n$.

IV. ONLINE MULTILEVEL AGGREGATION WITH DELAY

A. Problem and Notation

In the online multilevel aggregation with delay problem, requests arrive on the leaves of a rooted tree over time. Each such request accumulates delay until served. At any point in time, an algorithm for this problem may choose to transmit a subtree which contains the root, at a cost which is the weight of that subtree. Any pending requests on a leaf in the transmitted subtree are served by the transmission.

Formally, as in the facility location with delay problem, a request is a tuple $(v_q, r_q, d_q(t))$ where the leaf of the request is $v_q$, the arrival time of the request is $r_q$ and $d_q(t)$ is the request’s delay function. The function $d_q(t)$ is again required to be non-decreasing and continuous.

We observe online multilevel aggregation with delay on a $(\geq 2)$-HST. We assume, without loss of generality,
Algorithm 2: Online Multilevel Aggregation with Delay

1 Initialization.
2 Initialize $c_e \leftarrow 0$ for any edge $e \in T \setminus \{r\}$
3 Declare $b_e$ for every edge $e \in T$.
4 Declare $\mathcal{T}$.

5 Event Function UponCritical() // Upon request set becoming critical as per Definition IV.3
6 set $\mathcal{T} \leftarrow \emptyset$
7 Explore($r$)
8 transmit $\mathcal{T}$

9 Function Explore($e$)
10 Add($e$)
11 set $b_e \leftarrow w(e)$
12 while $b_e \neq 0$ and there remain pending requests in $T_e$ do
13 let $H$ be the live cut under $e$.
14 let $Q$ be the set of pending requests in $T_e$.
15 let $t'$ be the earliest time such that there exists a set of requests $Q' \subseteq Q$ that saturates $T_{e'}$ for some $e' \in H$.
16 call Invest($e, e'$)
17 if $c_{e'} = w(e')$ then set $c_{e'} = 0$; call Explore($e'$).

Algorithm 2: Online Multilevel Aggregation with Delay (cont.)

1 Function Add($e$)
2 set $\mathcal{T} \leftarrow \mathcal{T} \cup \{e\}$
3 if $e$ is a leaf edge then mark all pending requests on $e$ as served

4 Function Invest($e, e'$)
5 let $y \leftarrow \min(b_e, w(e') - c_{e'})$
6 increase $c_{e'}$ by $y$
7 decrease $b_e$ by $y$
8 return $y$.

that only a single edge exits the root node, called the root edge. Otherwise, we operate on each edge that exits the root node separately, as there is no interaction between the subtrees rooted at those edges. We denote the tree by $T$, and its root edge by $r$.

For a request $q$, and a set of edges $E$ we write that $q \in E$ if the leaf edge on which $q$ is released is in $E$. In accordance, we write $Q \subseteq E$ if $q \in E$ for every $q \in Q$. For a set of pending requests $Q$ at time $t$, we denote by $d_Q(t)$ the total delay incurred by the requests of $Q$ until time $t$. We denote by $w(e)$ the weight of an edge, and by $w(E) = \sum_{e \in E} w(e)$ the total weight of a set of edges.

We assume that each request would gather infinite delay if it remains pending forever.

The following notations are similar to those for facility location, but refer to edges instead of nodes.

Definition IV.1 (Similar to Definition II.1). For every tree edge $e \in T$, we use the following notations:

- For $e \neq r$, denote by $p(e)$ the parent edge of $e$ in the tree. We denote by $T_e$ the subtree rooted at $e$.
- For a set of requests $Q \subseteq T_e$, denote by $T_e^Q \subseteq T_e$ the subtree spanned by $e$ and the leaves of $Q$. We denote $T_e^Q = T_e^Q$.

We prove the following theorem.

Theorem IV.2. There exists a $O(D^2)$-competitive deterministic algorithm for online multilevel aggregation with delay on any tree of depth $D$. 
B. Algorithm for HSTs

We now present an algorithm for the online multilevel aggregation with delay problem over a \((\geq 2)\)-HST of depth \(D\).

**Definition IV.3** (saturation and critical sets). For any edge \(e\), we say that a set of pending requests \(Q \subseteq T_e\) saturates \(T_e\) if \(d_Q(t) \geq w(T_e^Q)\). We say that a set of pending requests \(Q\) is **critical** at time \(t\) if \(Q\) saturates the root edge \(r\).

Upon a set of critical requests, the algorithm starts a service. In every service, the algorithm maintains a tree \(T\), which it expands and ultimately transmits.

**Definition IV.4** (live cut). At any time during the construction of \(T\), we define the **live cut** under \(e\) to be the set of edges \(E = \{e' | e' \in T_e \wedge \text{depth } e' \text{ is full and } p(e'') \in T\}\).

**Algorithm’s description.** The algorithm is given in Algorithm 2. When a set of requests is critical, a call is made to **UponCritical**, which resets the tree to transmit \(T\), calls **Explore**(\(r\)) to expand \(T\), then transmits \(T\).

The exploration of an edge \(e\) adds \(e\) to \(T\). It then considers the live cut underneath \(e\), which is the set of potential candidates for expanding \(T\). The exploration forwards time until a set of pending requests saturates \(T_{e'}\) for an edge \(e'\) in the live cut. It then invests in raising the counter of \(e'\), until either the counter is full (which triggers **Explore**(\(e'\)) immediately) or \(\text{Explore}(e)\) is out of budget. The counter of \(e\), as well as the budget of \(\text{Explore}(e)\), is equal to \(w(e)\).

Note that the live cut under \(e\) can change significantly after every iteration of the loop in \(\text{Explore}(e)\), as making a recursive call to \(\text{Explore}(e')\) can add many additional edges to \(T\). The analysis of Algorithm 2, as well as the proof of Theorem IV.2, appear in the full version of the paper.

V. Online Service with Delay

In the online service with delay (OSD) problem, a single server exists on a point in a metric space. Requests arrive on points of the metric space over time, and accumulate delay until served, where serving a request requires moving the server to that request. The cost of moving the server from one point to another is the distance between those two points in the metric space. The goal is to minimize the sum of the moving cost and the delay cost.

Formally, a request is a tuple \(q = (v_q, r_q, d_q(t))\) such that \(v_q\) is the point on which \(q\) arrives, the request arrives at time \(r_q\), and \(d_q(t)\) is an arbitrary non-decreasing continuous delay function. We also assume that \(d_q(t)\) tends infinity as time progresses. For any instance of OSD \(I\), denote by \(\text{ALG}^B\) the total cost of moving the algorithm’s server. We also denote \(\text{ALG}^D = \sum_{q \in Q} d_q(t_q)\), where \(t_q\) is the time in which the request \(q\) is served. Then the algorithm’s goal is to minimize the total cost

\[
\text{ALG} = \text{ALG}^B + \text{ALG}^D
\]

As in the previous problems in this paper, we also consider the special case in which the metric space is the leaves of a \((\geq 2)\)-HST. Without loss of generality, we allow an algorithm to move its server to the internal nodes of the tree, even though they are not a part of the original metric space. This is implemented by lazy moving of the server – that is, the server never really moves to those internal nodes, but its virtual location in an internal node is kept in the algorithm’s memory for the sake of calculations.

In the full version of the paper, we prove the following theorem.

**Theorem V.1.** There exists a randomized \(O(\log^2 n)\)-competitive algorithm for online service with delay on a general metric space of \(n\) points.
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