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Abstract—Origin-destination (OD) matrices are used widely in transportation and logistics to record the travel cost (e.g., travel speed or greenhouse gas emission) between pairs of OD regions during different intervals within a day. We model a travel cost as a distribution because when traveling between a pair of OD regions, different vehicles may travel at different speeds even during the same interval, e.g., due to different driving styles or different waiting times at intersections. This yields stochastic OD matrices. We consider an increasingly pertinent setting where a set of vehicle trips is used for instantiating OD matrices. Since the trips may not cover all OD pairs for each interval, the resulting OD matrices are likely to be sparse. We then address the problem of forecasting complete, near future OD matrices from sparse, historical OD matrices. To solve this problem, we propose a generic learning framework that (i) employs matrix factorization and graph convolutional neural networks to contend with the data sparseness while capturing spatial correlations and that (ii) captures spatio-temporal dynamics via recurrent neural networks extended with graph convolutions. Empirical studies using two taxi trajectory data sets offer detailed insight into the properties of the framework and indicate that it is effective.

I. INTRODUCTION

Origin-destination (OD) matrices are applied widely in location based services (LBSs) and online map services (e.g., transportation-as-a-service), where OD matrices are used for the scheduling of trips, for computing payments for completed trips, and for estimating arrival times [1], [2]. For example, Google Maps and ESRI ArcGIS Online offer OD matrix services to help developers build various LBSs. Further, increased urbanization contributes to making it increasingly relevant to capture and study city-wide traffic conditions. OD matrices may also be applied for this purpose.

To use OD-matrices, a city is partitioned into regions, and a day is partitioned into intervals. Each interval is assigned its own OD-matrix, and an element \((i, j)\) in the matrix described the cost (e.g., travel speed, travel time, fuel consumption, or travel demand) of travel from region \(i\) to region \(j\) during the interval that the matrix represents. Different approaches can be applied to partition a road network, e.g., using a uniform grid or using major roads, as exemplified in Figure 1. In this paper, we focus on travel speed matrices. However, the proposed techniques can also be applied to other travel costs, such as travel time, fuel consumption, and travel demand.

As part of the increasing digitization of transportation, increasingly vast volumes of vehicle trip data are becoming available. We aim to exploit such data for composing OD matrices. Specifically, an element \((i, j)\) of a speed matrix for a given time interval can be instantiate from the speeds observed in the trips that went from region \(i\) to region \(j\) during the relevant time interval.

We consider stochastic OD matrices where the elements represent uncertain costs by means of cost distributions [3] rather than deterministic, single-valued costs. The use of distributions models reality better and enables more reliable decision making [4], [5]. For example, element \((i, j)\) may have a speed histogram \(\{(10, 20), 0.5\}, \{(20, 30), 0.3\}, \{(30, 40), 0.2\}\), meaning that the probability of traveling speed from region \(i\) to region \(j\) at 10-20 km/h is 0.5, at 20-30 km/h is 0.3, and at 30-40 km/h is 0.2. If passengers need to go from their home in region \(i\) to a flight at an airport in region \(j\), and the shortest path from their home to the airport is 15 km, then we are able to derive a travel time (minutes) distribution: \(\{(22.5, 30), 0.2\}, \{(30, 45), 0.3\}, \{(45, 90), 0.5\}\). Therefore, the passengers need to reserve at least 90 minutes to avoid being late. If using only the average speed, thus to deriving an average travel time of 50 minutes, the passengers runs the risk of arriving too late.

We address the problem of stochastic origin-destination matrix forecasting—based on historical stochastic OD-matrices,
we predict future OD-matrices. Figure 2(a) shows an example: given stochastic OD-matrices for 3 historical intervals \( T_{t-2} \), \( T_{t-1} \), and \( T_t \), we aim at predicting the stochastic OD-matrices for the 3 future intervals \( T_{t+1} \), \( T_{t+2} \), and \( T_{t+3} \).

Here, a stochastic OD-matrix is represented as a 3-dimensional tensor \( \mathbf{M}^{(t)} \), where the first dimension represents source regions, the second dimension represents destination regions, and the third dimension represents cost ranges. For example, Figure 2(b) shows the stochastic OD-matrix \( \mathbf{M}^{(t)} \) for interval \( T_t \), which is represented as an \( \mathbb{R}^{8 \times 8 \times 3} \) tensor with 8 source regions, 8 destination regions, and 3 speed (km/h) ranges [10, 20), [20, 30), and [30, 40). Element (7, 8) in the OD-matrix is a vector (0.3, 0.5, 0.2), meaning that when traveling from region 7 to region 8, the travel speeds 10–20 km/h, 20–30 km/h, and 30–40 km/h have probabilities 0.3, 0.5, and 0.2, respectively.

Solving the stochastic OD-matrix forecasting problem is non-trivial as it is necessary to contend with two challenges. (1) **Data Sparseness.** To instantiate a stochastic OD-matrix for an interval using vehicle trips, we need to have sufficient trips for each region pair during the interval. However, even massive trip data sets are often spatially and temporally skewed [6], [7], making it almost impossible to cover all region pairs for all intervals. For example, the New York City taxi data set we use in experiments has 29+ million trips from November and December 2013. Yet, this massive trip set only covers 65% of all “taxizone” pairs in Manhattan, the most densely traversed region in New York City. If we further split the data set according to the temporal dimension, e.g., into 15-minutes intervals, the sparseness problem becomes even more severe.

The data sparseness in turn yields sparse historical stochastic OD-matrices, where some elements are empty vectors with all zeros (e.g., the elements with “\( \circ \)” in Figure 2(b)). The challenge is how to use sparse historical OD-matrices to predict full future OD-matrices with no empty elements.

(2) **Spatio-temporal Correlations.** Traffic is often spatio-temporally correlated—if a region is congested during a time interval, its neighboring regions are also likely to be congested in subsequent intervals. Thus, to predict accurate OD matrices, we need to account for such spatio-temporal correlations. However, the OD matrices themselves do not necessarily capture spatial proximity. No matter which partition method is used, we cannot always guarantee that two geographically adjacent regions are represented by adjacent rows and columns in a matrix. For example, in Figure 1(a), regions 1 and 4 are geographically adjacent, but they are not adjacent in the OD matrices. In Figure 1(b), a similar case considers regions 4 and 7. This calls for a separate mechanism that is able to take into account the geographical proximity of regions that is well represented well in OD matrices. In addition, temporal dependency should be accounted for.

We propose a data-driven, end-to-end learning framework to forecast stochastic OD matrices while effectively addressing the challenges caused by data sparseness and spatio-temporal correlations. First, to address the data sparseness challenge, we factorize a sparse OD matrix into two small dense matrices with latent features of the source regions and the destination regions, respectively. To account for the spatial proximity of regions when factorizing the sparse OD matrix, we introduce two proximity matrices that model the spatial relationships among source regions and among destination regions, respectively. Then, we employ graph convolution to take into account the spatial relationships modeled by these two proximity matrices to enable the factorization. Second, to account for the spatio-temporal correlations, we integrate graph convolution that takes into account spatial relationships with recurrent neural networks that considers temporal dynamics on the two sequences of the small dense matrices. This enables accurate prediction that captures spatio-temporal correlations. Finally, we apply a multiplication to the two predicted, small dense matrices to obtain predicted full OD-matrices.

To the best of our knowledge, this is the first study of stochastic OD matrix forecasting that contends with data sparseness and spatio-temporal correlations. The study makes four contributions. First, it formalizes the stochastic OD matrix forecasting problem. Second, it proposes a generic framework to solve the problem based on matrix factorization and recurrent neural networks. Third, it extends the framework by embedding spatial correlations using graph convolutions into the factorization stage and the RNN stage. Fourth, it encompasses extensive experiments using two real-world taxi datasets that offers insight into the effectiveness of the framework.

II. RELATED WORK

**Travel Cost Forecasting:** We consider three types of travel cost forecasting methods in turn: segment-based methods [8], [9], [10], [11], [12], [13], [14], path-based methods [16], [17], [18], [19], [20], [21], [22], [23], and OD-based methods [6], [2], [24], [25].
Segment-based methods focus on predicting the travel costs of individual road segments. By modeling the travel costs of a road segment as a time series, techniques such as time-varying linear regression [8], Markov models [9], [10], neural networks [26], [27], and support vector regression [11] can be applied to predict future travel costs. Most such models consider time series from different edges independently, while the spatio-temporal Hidden Markov model [10] takes into account the correlations among the costs of different edges. Some other studies focus on estimating high-resolution travel costs, such as uncertain costs [12] and personalized costs [13].

Path-based methods focus on predicting the travel costs of paths. A naive approach is to predict the costs of the edges in a path and then aggregate the costs. However, this approach is inaccurate since it ignores the dependencies among the costs of different edges in paths [17] and the spatial context on road networks [28], [29]. Other methods [16], [17], [18] use sub-trajectories to capture such dependencies and thus to provide more accurate travel costs for paths. A few studies propose variations of deep neural networks [19], [20] to enable accurate path travel-time prediction.

Finally, OD-based methods aim at predicting the travel cost for given OD pairs. Our proposal falls into this category. In this setup, since only OD pairs are given, but not specific segments and paths, neither segment-based nor path-based methods can be applied directly. A simple method based on weighted average [6] and a more advanced method based on deep learning [30] are proposed. However, they do not address data sparseness, which means that if no data is available for a given OD pair, they cannot provide a prediction. In contrast, our proposal is able to predict full OD-matrices without empty elements based on historical, sparse OD-matrices. A recent study [2] utilizes deep learning with multi-task learning to estimate OD travel time while addressing data sparseness. However, that study only considers the daily/weekly temporal patterns, whole not the temporal feature in the near history. Thus, it cannot provide in time predictions, e.g., traffic accidents. Further, existing proposals support only deterministic costs, while our proposal also supports stochastic costs.

**Graph Convolutional Neural Network:** Convolutional Neural Networks (CNNs) have been widely used in many areas, including trajectory data [31], where the underlying data is represented as a matrix [32], [33]. For example, when representing an image as a matrix, nearby elements, e.g., pixels, share local features, e.g., parts of the same object. In contrast, in our setting, an OD-matrix may not satisfy the assumption that makes CNNs work—two adjacent rows in an OD matrix may represent two geographically distant regions and may not share any features; and two separated rows in an OD matrix may represent geographically close regions that share many features.

Graph convolutional neural networks (GCNNs) [32], [33], [34] aim to address this challenge. The geographical relationships among regions can be modeled as a graph, and GCNNs then take into account the graph while learning. However, most studies consider a setting where only one dimension needs to be modeled as a graph. In contrast, in our study, both dimensions, i.e., the source and destination region dimensions, need to be modeled as two graphs. A recent study focuses on so-called geomatrix completion which considers a similar setting where two dimensions need to be modeled as two graphs. It uses multi-graph neural networks [35] with RNNs. However, the RNNs in this study are utilized to perform iterations to approximate the geomatrix completion, not to capture temporal dynamics as in our study. To the best of our knowledge, our study is the first that constructs a learning framework involving dual stage graph convolution and employing RNNs to forecast the future.

### III. Preliminaries

For a trip $p = (o, d, t, l, v, \tau)$, $o, d$ denote the origin and destination, $t$ is the departure time, $l$ represents the trip distance, and $\tau$ is the travel time of the trip. Given $p, l$ and $p, \tau$, we derive the average travel speed $v$ of $p$. We use $P$ to denote a set of historical trips.

To capture time-dependent traffic, we partition the time domain into a set of intervals ($T, T$). For example, one day can be partitioned into 96 15-minutes intervals. For each time interval $T_i$, we obtain the set of historical trips $\mathbb{P}_{T_i}$ from $\mathbb{P}$ whose departure times belong to time interval $T_i$, i.e., $\mathbb{P}_{T_i} = \{p_i | p_i, t \in T_i \wedge p_i \in \mathbb{P}\}$.

We further partition a city into $M$ regions $V = \{V_1, \cdots, V_M\}$. An Origin-Destination (OD) pair is defined as a pair of regions $(V_o, V_d)$ where $1 \leq o, d \leq M$.

Given a time interval $T_i$, two regions $V_o$ and $V_d$, we obtain a trip set $\mathbb{P}_{T_i, V_o, V_d} = \{p_i | p_i, o \in V_o \wedge p_i, d \in V_d \wedge p_i, t \in T_i\}$, meaning that each trip in $\mathbb{P}_{T_i, V_o, V_d}$ starts from region $V_o$, at a time in interval $T_i$, and ends at region $V_d$.

Next, we construct an equi-width histogram $H_{T_i, V_o, V_d}$ to record the stochastic speed of trips in $\mathbb{P}_{T_i, V_o, V_d}$. In particular, an equi-width histogram is a set of $K$ bucket-probability pairs, i.e., $H_{T_i, V_o, V_d} = \{(b_j, pr_j)\}$. A bucket $b_j = (v_j, v_j)$ represents the speed range from $v_j$ to $v_j$, and all buckets have the same range size. Probability $pr_j$ is the probability that the average speed of a trip falls into the range $b_j$. For example, the speed histogram $\{(0, 20), (20, 40), (40, 60), (60, 80)\}$ for $H_{T_i, V_o, V_d}$ means that the probabilities that the average speed (km/h) of a trip in $\mathbb{P}_{T_i, V_o, V_d}$ falls into $[0, 20)$, $[20, 40)$, and $[40, 60)$ are 0.5, 0.3, and 0.2, respectively.

Given a time interval $T_i$, an OD stochastic speed tensor is defined as a matrix $M^{(i)} \in \mathbb{R}^{N \times N \times K}$, where the first and second dimensions range over the origin and destination regions, respectively, and the third dimension ranges over the stochastic speeds. For generality, the origin and destination regions can be the same or can be different; thus the first and second dimensions have $N$ and $N'$ instances, respectively. The third dimension defines $K$ speed buckets. $M_{o,d,k}$ represents the cell $(o, d, k)$ of tensor $M^{(i)} \in \mathbb{R}^{N \times N \times K}$ and represents the probability of trips in $\mathbb{P}_{T_i, V_o, V_d}$ traveling at an average speed that falls into the $k$-th bucket.

Following the example in Figure 2(b), given time interval $T_i$, for origin region 7 and destination region 8, we obtain...
a stochastic speed of trips as a histogram, in which the first bucket records that the probability of trips, starting at region 7 during time interval $T_i$ and ending at region 8, traveling at speed [10, 20] is 0.3.

As shown in Figure 2(b), not all cells have a histogram to capture the stochastic speed. Specifically, the cells with question marks have no histograms because no trip records are available for those cells, i.e., $P_{T_i, Y_a, Y_b} = 0$, so that $P_{T_i, Y_a, Y_b} = 0$. We refer to such tensor as sparse OD stochastic speed tensor. Given a time interval $T_i$, we refer to a tensor where each cell has a stochastic speed $P_{T_i, Y_a, Y_b}$ as a full OD stochastic speed tensor.

**Problem Statement:** Given $s$ sparse OD stochastic speed tensors $M^{(t-s+1)}$, ..., $M^{(t)}$ in the past $s$ historical time intervals $T^{(t-s+1)}$, ..., $T^{(t)}$, we aim to predict the stochastic speeds for the next $h$ time intervals $T^{(t+1)}$, ..., $T^{(t+h)}$ in the form of $h$ full OD stochastic speed tensors $M^{(t+1)}$, ..., $M^{(t+h)}$.

$$[M^{(t-s+1)}, ..., M^{(t)}] \rightarrow [M^{(t+1)}, ..., M^{(t+h)}]$$

**IV. BASIC FORECASTING FRAMEWORK**

**A. Framework Overview and Intuition**

Figure 3 shows the basic forecasting framework, which consists of three steps: Factorization, Forecasting, and Recovery. The basic framework contends with data sparseness in the factorization and recovering steps while capturing temporal dependency in the forecasting step. The pseudo code of the basic framework is shown in Algorithm 1. Spatial dependency is captured only in the advanced framework covered in Section V, not in the basic framework.

For the historical time intervals $T^{(t-s+1)}$, ..., $T^{(t)}$, we have sparse OD stochastic speed tensors $M^{(t-s+1)}$, ..., $M^{(t)}$.

To contend with data sparseness, we factorize each tensor $M^{(t-i+1)} \in \mathbb{R}^{N \times N' \times K}$, $i \in [1, s]$, into two smaller, but dense tensors $R^{(t-i+1)} \in \mathbb{R}^{N \times \beta 	imes K}$ and $C^{(t-i+1)} \in \mathbb{R}^{N' \times N' \times K}$, where $\beta \ll N, N'$. We use two dense tensors for the factorization to support the case where the latent features of the origin and destination regions are different. Thus, $R^{(t-i+1)}$ and $C^{(t-i+1)}$ capture the hidden features of stochastic speeds among origin regions and among destination regions share hidden features, as traffic in a region affects the traffic in its nearby regions. Second, although the traffic between an OD region pair also affects travel speeds, we may not be able to take into account such information since the trip data, such as the New York taxi data, does not provide any information in-between the OD region pair.

Next, we consider $R^{(t-s+1)}$, ..., $R^{(t)}$ as an input sequence, from which we capture the temporal dependencies among the origin regions of $M^{(t-s+1)}$, ..., $M^{(t)}$. We feed this input sequence into a sequence-to-sequence RNN model [36] to forecast an output sequence that represents the hidden features among the origin regions in the future. We apply a similar procedure to $C^{(t-s+1)}$, ..., $C^{(t)}$ to forecast an output sequence that represents the hidden features among destination regions in the future.

Finally, we recover $M^{(t+j)}$ as a predicted, full OD stochastic speed tensor from $R^{(t+j)}$ and $C^{(t+j)}$, $j \in [1, h]$.

**B. Factorization**

Given an input sparse OD stochastic tensors $M^{(t-i+1)} \in \mathbb{R}^{N \times N' \times K}$, we proceed to describe the method for factorizing...
\( \mathbf{M}^{(t-i+1)} \) into \( \mathbf{R}^{(t-i+1)} \) and \( \mathbf{C}^{(t-i+1)} \), which are able to capture the hidden features of stochastic speed among origin and destination regions, respectively. We first flatten \( \mathbf{M}^{(t-i+1)} \) into a vector \( \mathbf{f}^{(t-i+1)} \in \mathbb{R}^l \), where \( l = N \cdot N' \cdot K \), from which we generate two small factorization vectors, \( \mathbf{c}^{(t-i+1)} \in \mathbb{R}^{N' \cdot K} \) and \( \mathbf{u}^{(t-i+1)} \in \mathbb{R}^{N \cdot K' \cdot \beta} \) using two fully-connected layers (FC). Here, \( \beta \) represents the dimension of the hidden features, which is a hyper-parameter to be set when learning.

Next, we reorganize the factorization vectors \( \mathbf{r}^{(t-i+1)} \) and \( \mathbf{c}^{(t-i+1)} \) into factorization tensors \( \mathbf{R}^{(t-i+1)} \in \mathbb{R}^{N \times \beta \times K} \) and \( \mathbf{C}^{(t-i+1)} \in \mathbb{R}^{\beta \times N' \times K} \), respectively.

C. Forecasting

Given historical time intervals \( T^{(t-s+1)}, \ldots, T^{(t)} \), we learn the temporal correlations of \( \mathbf{R}^{(t-s+1)}, \ldots, \mathbf{R}^{(t)} \) from the temporal correlations among origin regions \( \mathbf{R}^{(t-s+1)}, \ldots, \mathbf{R}^{(t)} \) and the temporal correlation among destination regions \( \mathbf{C}^{(t-s+1)}, \ldots, \mathbf{C}^{(t)} \).

Based on \( \mathbf{R}^{(t-s+1)}, \ldots, \mathbf{R}^{(t)} \), we use a sequence-to-sequence RNN model [36] to forecast \( \mathbf{R}^{(t+s)}, \ldots, \mathbf{R}^{(t+h)} \) for the future time intervals \( T_{t+1}, \ldots, T_{t+h} \). In particular, we apply Gated Recurrent Units (GRUs) in the RNN architecture, since these can capture temporal correlations well by using gate units and also offer high efficiency [37]. The process is presented as follows.

\[ \mathbf{R}^{(t+1)}, \ldots, \mathbf{R}^{(t+h)} = \text{seq2seqGRU}(\mathbf{R}^{(t-s+1)}, \ldots, \mathbf{R}^{(t)}). \]

A similar procedure is applied to obtain \( \tilde{\mathbf{C}}^{(t+1)}, \ldots, \tilde{\mathbf{C}}^{(t+h)} \) from \( \mathbf{C}^{(t-s+1)}, \ldots, \mathbf{C}^{(t)} \).

D. Recovery

Given predicted tensors \( \hat{\mathbf{R}}^{(t+j)} \in \mathbb{R}^{N \times \beta \times K} \) and \( \tilde{\mathbf{C}}^{(t+j)} \in \mathbb{R}^{\beta \times N' \times K} \) for a future time interval \( T^{(t+j)} \), with \( j \in [1, h] \), we proceed to describe how to transform \( \hat{\mathbf{R}}^{(t+j)} \) and \( \tilde{\mathbf{C}}^{(t+j)} \) into a full OD stochastic speed tensor \( \mathbf{M}^{(t+j)} \in \mathbb{R}^{N \times N' \times K} \). To achieve this, we apply a softmax function to normalize values in \( \hat{\mathbf{M}}_{o,d}^{(t+j)} \) into \( \mathbf{M}_{o,d}^{(t+j)} \) that satisfies the histogram requirements.

\[ \mathbf{M}_{o,d}^{(t+j)} = \text{softmax}(\hat{\mathbf{M}}_{o,d}^{(t+j)}), \quad \forall o \in [1, N], \forall d \in [1, N']. \]

Thus, we obtain \( h \) meaningful full OD stochastic speed tensors for the future time intervals \( T_{t+1}, \ldots, T_{t+h} \) as the output of the recovery process: \( \mathbf{M}^{(t+1)}, \ldots, \mathbf{M}^{(t+h)} \).

E. Loss Function

The loss function is defined as the error between the recovered future tensor and the ground-truth future tensor.

\[ \ell = \sum_{j=1}^{h} |\hat{\mathbf{R}}^{(t+j)}|_F^2 + \lambda_R |\hat{\mathbf{C}}^{(t+j)}|_F^2 + \lambda_C |\mathbf{M}^{(t+j)} - \mathbf{M}^{(t+j)}_o|_F^2, \]

where \( \lambda_R \) and \( \lambda_C \) are the regularization parameters for \( \hat{\mathbf{R}} \) and \( \hat{\mathbf{C}} \), respectively. Further, \( \Omega^{(t+j)} \in \mathbb{R}^{N \times N' \times K} \) is an indication tensor, where \( \Omega^{(t+j)}_o d = 1 \) if the OD pair \( (o, d) \) is not empty in the \( (t+j) \)-th future interval. Note that although we aim to predict full tensors, the ground truth tensors are often still sparse, and thus we compute the errors taking into account only the non-empty elements in the ground truth tensors.

Next, \( o \) is element-wise multiplication, \( \mathbf{M}^{(t+j)} \) and \( \mathbf{M}^{(t+j)}_o \) are predicted and ground truth tensors, respectively, \( |\cdot|_F \) is the Frobenius-norm.

V. FORECAST WITH SPATIAL DEPENDENCY

To improve forecast accuracy, we propose an advanced framework that takes into account spatial dependency in two stages. First, in the factorization step, we use two graphs to model the spatial relationships among the origin and destination regions, respectively. Then, we apply graph convolutional neural networks to perform factorizations for origin and destination dimensions, respectively. Second, in the forecasting step, we integrate graph convolutions with RNNs to capture spatio-temporal correlations. The pseudo code of this framework is shown in Algorithm 2.

A. Spatial Factorization

As in Section IV-B, we aim to factorize tensor \( \mathbf{M}^{(t-i+1)} \) into two smaller tensors \( \mathbf{C}^{(t-i+1)} \) and \( \mathbf{R}^{(t-i+1)} \). In the basic framework, \( \mathbf{M}^{(t-i+1)} \) is simply flattened and followed by two fully-connected layers to construct \( \mathbf{C}^{(t-i+1)} \) and \( \mathbf{R}^{(t-i+1)} \). This process does not take spatial correlations among the origin regions and among the destination regions into account. However, such correlations very likely affect travel speeds. For example, if regions \( x \) and \( y \) are nearby, the travel speeds from regions \( x \) and \( y \) to the same destination region may tend to be correlated; similarly, the travel speeds from the same source
region to regions $x$ and $y$ may also tend to be correlated. To take into account such spatial correlations, we first capture spatial correlations among origins and among destination regions using two separate graphs; then the captured spatial correlations are employed to conduct factorization with the help of graph convolutional neural networks (GCNNs).

1) Capturing Spatial Correlations: We leverage the notion of a proximity matrix [38] to capture spatial correlations. We proceed to present the idea using origin regions as an example, of a proximity matrix $M$. Correlations are employed to conduct factorization with the spatial correlations among origins and among destination regions, respectively.

Given $M^{(t-1)} \in \mathbb{R}^{N \times N'}$ which consists of $N$ matrices, $i = 1, \ldots, N$, each of which represents the costs from a specific origin region to all destination regions. The GCNN operation is applied on each slice and the same procedure can be applied to obtain $C^{(t-1)}$. The same procedure can be applied to obtain $C^{(t-1)}$.

The spatial factorization framework is shown in Figure 4(a). We first slice $M^{(t-1)} \in \mathbb{R}^{N \times N' \times K}$ by the origin region dimension into $N$ matrices, i.e., slice$(M^{(t-1)}) = [M^{(t-1)}_{1 \cdots 1}, \ldots, M^{(t-1)}_{N \cdots 1}]$. Each of the sliced matrix represents the costs from a specific origin region to all destination regions. To take into account the spatial correlations among origin regions, we apply a graph convolutional neural network (GCNN) operation using $W'$, i.e., the proximity matrix for destination regions. The GCNN operation is able to take into account the spatial correlations among destination regions to generate hidden features such that nearby destination regions share similar hidden features in each $R^{(t-1)}_{j \cdots 1}$, $j \in [1, N]$. The GCNN operation is applied on each slice and we obtain the GCNN output as $\{R^{(t-1)}_{1 \cdots 1}, \ldots, R^{(t-1)}_{N \cdots 1}\}$. We then concatenate them to obtain $R^{(t-1)}_{(t-1)} \in \mathbb{R}^{N \times N' \times K}$.

We proceed to elaborate the specifics of applying graph convolution on a sliced matrix $M^{(t-1)}$, $j \in [1, N]$ using Figure 4(b), which consists of Filtering and Pooling.

Filtering: Given $M^{(t-1)}_{j \cdots 1} \in \mathbb{R}^{K \times N'}$, we apply $Q$ graph
convolutional filters, which take into account the destination region adjacency matrix $W'$, to generate $\textbf{R}_{j{:}i(\cdot{+1})} \in \mathbb{R}^{N \times Q}$ that captures the correlated features among destination regions.

We first slice $\textbf{M}^{(\cdot{+1})}_{j{:}i} \in \mathbb{R}^{K \times N'} \rightarrow$ into $K$ vectors $\textbf{M}^{(\cdot{+1})}_{j{k}}$, where vector $\textbf{M}^{(\cdot{+1})}_{j{k}} \in \mathbb{R}^{N'}$, $k \in [1, K]$, represents the probability of speeds falling into the $k$-th speed bucket when traveling from origin region $V_j$ to all destination regions.

Next, we use a specific graph convolutional filter, namely Cheby-Net, due to its high accuracy and efficiency [32], on each vector $\textbf{M}^{(\cdot{+1})}_{j{k}}$. Specifically, before conducting actual convolutions, we compute $\textbf{T}^{(\cdot{+1})}_{j{k}} = [t_1, t_2, \ldots, t_5]$, where $t_s \in \mathbb{R}^{N'}$, $s \in [1, S]$, from $\textbf{M}^{(\cdot{+1})}_{j{k}}$. Here, $t_1 = \textbf{M}^{(\cdot{+1})}_{j{k}}$, $t_2 = \hat{L} \cdot \textbf{M}^{(\cdot{+1})}_{j{k}}$, and $t_s = 2\hat{L} \cdot t_{s-1} - t_{s-2}$ when $s > 2$, where $\hat{L} = 2L/\lambda_{max} - I$ is a scaled Laplacian matrix and where $L = D - W'$ is the Laplacian matrix and $\lambda_{max}$ is the maximum eigenvalue of $L$. Here, we use destination adjacency matrix $W'$ because $\textbf{M}^{(\cdot{+1})}_{j{k}}$ represents the speed from source region $j$ to all destination regions and we use $W'$ to capture the spatial correlation among destination regions. After the whole computation, we get $\textbf{T}^{(\cdot{+1})}_{j{k}} \in \mathbb{R}^{N' \times S}$ as the encoded features for the $k$-th bucket while considering the spatial correlations among destination regions.

Then we proceed to apply $Q$ filters to $\textbf{T}^{(\cdot{+1})}_{j{k}}$, each filter is a vector $\textbf{G}_q \in \mathbb{R}^S$, where $q \in [1, Q]$. We apply each filter to all $\{\textbf{T}^{(\cdot{+1})}_{j{k}}\}_{\forall k \in [1, K]}$, and then the sum is used as the output of the filter.

$$\textbf{R}^{(\cdot{+1})}_{j{:}i} = \textbf{G}_q \odot \textbf{M}^{(\cdot{+1})}_{j{k}} = \sum_{k=1}^{K} (\epsilon(\textbf{T}^{(\cdot{+1})}_{j{k}}) \times \textbf{G}_q + \textbf{b}_q), \quad (5)$$

where $\odot$ denotes the Cheby-Net graph convolution operation, $\textbf{b}_q \in \mathbb{R}^{N'}$ is a bias vector, and $\epsilon(\cdot)$ is a non-linear activate function.

Finally, we arrange the results obtained from all $Q$ filters as $\textbf{R}^{(\cdot{+1})}_{j{:}i} = [\textbf{R}^{(\cdot{+1})}_{j{:}i} \ldots \textbf{R}^{(\cdot{+1})}_{j{:}i;Q}]$, where $\textbf{R}^{(\cdot{+1})}_{j{:}i} \in \mathbb{R}^{Q \times N}$. 

**Pooling:** To further condense the features and to construct the final factorizations, we apply geometrical pooling [32] to $\textbf{R}^{(\cdot{+1})}_{j{:}i}$ over the destination region dimension to obtain $\textbf{R}^{(\cdot{+1})}_{j{:}i} \in \mathbb{R}^{Q \times \beta'}$, where $\beta' = N'/p$ and $p$ are the pooling and stride size, respectively. This process is shown as follows.

$$\textbf{R}^{(\cdot{+1})}_{j{:}i} = \textbf{P}(\textbf{R}^{(\cdot{+1})}_{j{:}i}), \quad (6)$$

where $\textbf{P}(\cdot)$ is the pooling function that can be either max pooling or average pooling.

Since the pooling operation requires meaningful neighborhood relationships, we identify spatial clusters of destination regions. For example, in Figure 1b, if we use the order of ascending region ids, i.e., $(1, 2, 3, 4, 5, 6, 7, 8)$ to conduct pooling with a pooling size of 2, then regions 3 and 4 are pooled together. However, regions 3 and 4 are not neighbors, so this procedure may yield inferior features that may in turn yield undesired results. Instead, if we identify clusters of regions, we are able to produce a new order, e.g., $(6, 1, 2, 3, 5, 4, 7, 8)$. When again using a pooling size of 2, each pool contains neighboring regions.

The GCNN process, including filtering and pooling, is repeated several times with different numbers of filters $Q$ and pooling stride size $p$. Eventually, we set $Q = K$ and get $\textbf{R}^{(\cdot{+1})}_{j{:}i} \in \mathbb{R}^{2 \times \beta' \times K}$.

As shown in Figure 4(a), the last operation is concatenation. We concatenate $\textbf{R}^{(\cdot{+1})}_{j{:}i}$, $j \in [1, N]$ to obtain $\textbf{R}^{(\cdot{+1})} \in \mathbb{R}^{N \times \beta' \times K}$.

The same procedure can be applied to obtain $\textbf{C}^{(\cdot{+1})}$ where we need to change $W'$ to $W$ when conducting the graph convolution.

**B. Spatio-temporal Forecasting**

To model temporal dynamics while keeping the spatial correlations in RNNs, we combine Cheby-Net based graph convolution with RNNs, yielding CNNRNs. Intuitively, we follow the structure of gated recurrent units while replacing the traditionally fully connected layer with a Cheby-Net based graph convolution layer. Separate CNNRNs are employed to process $\textbf{R}^{(\cdot)}$ and $\textbf{C}^{(\cdot)}$.

Taking the source region dimension as an example, a CNRNN takes as input $\textbf{R}^{(\cdot)}$ at time interval $T^{(\cdot)}$, and it predicts $\textbf{R}^{(\cdot{+1})}$ for the future time interval $T^{(\cdot{+1})}$. This procedure is formulated as follows.

$$\textbf{S}^{(\cdot{+1})} = \sigma(\textbf{G}_S \odot [\textbf{H}^{(\cdot)} \odot \textbf{R}^{(\cdot)} + \textbf{b}_S]) \quad (7)$$

$$\textbf{U}^{(\cdot{+1})} = \sigma(\textbf{G}_U \odot [\textbf{H}^{(\cdot)} + \textbf{b}_U]) \quad (8)$$

$$\textbf{H}^{(\cdot{+1})} = \tanh(\textbf{G}_H \odot [\textbf{S}^{(\cdot{+1})} \odot \textbf{H}^{(\cdot)}] + \textbf{b}_H) \quad (9)$$

$$\textbf{R}^{(\cdot{+1})} = \textbf{U}^{(\cdot{+1})} \odot \textbf{R}^{(\cdot)} + (1 - \textbf{U}^{(\cdot{+1})}) \odot \textbf{H}^{(\cdot{+1})} \quad (10)$$

where $\textbf{G}_S$, $\textbf{G}_U$, and $\textbf{G}_H$ are graph convolution filters; $\textbf{R}^{(\cdot)}$ and $\textbf{R}^{(\cdot{+1})}$ are the input and output of a CNNRN cell at time interval $T^{(\cdot)}$, respectively; $\textbf{S}^{(\cdot)}$ and $\textbf{U}^{(\cdot)}$ are the reset and update gates, respectively; $\odot$ denotes the Cheby-Net graph convolution which defined in Equation 5, and here the graph convolution should take into account source adjacency matrix $W$ since $\textbf{R}$ captures features of source regions. $\odot$ denotes the Hadamard product between two tensors; and $\epsilon(\cdot)$, $\sigma(\cdot)$, and $\tanh(\cdot)$ are non-linear activation functions.

When applying CNNRN to predict $\textbf{C}^{(\cdot{+1})}$, we need to change $W$ to $W'$ when conducting the graph convolution as $R$ captures features of destination regions. Given predicted factorization tensors $[\textbf{R}^{(\cdot{+1})}, \ldots, \textbf{R}^{(\cdot{+1})}]$ and $[\textbf{C}^{(\cdot{+1})}, \ldots, \textbf{C}^{(\cdot{+1})}]$, we apply the same recovery operation introduced in Section IV-D to obtain $b$ full OD stochastic speed tensors for the future time intervals $T^{(\cdot{+1})}, \ldots, T^{(\cdot{+1})}$ as the recovery output: $[\tilde{\textbf{M}}^{(\cdot{+1})}, \ldots, \tilde{\textbf{M}}^{(\cdot{+1})}]$. 
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C. Loss Function

Similar to the construction covered in Section IV-E, we present the loss function as follows.

\[
\ell = \frac{1}{|\hat{N}|} \sum_{j=1}^{h} \left[ |\hat{\Omega}^{(t+j)}|^2 W + \lambda_\hat{R} |\hat{R}^{(t+j)}|^2 W + \lambda_\hat{C} |\hat{C}^{(t+j)}|^2 W + \lambda_\Omega |\Omega^{(t+j)} - \hat{\Omega}^{(t+j)}|^2 W \right]
\]

where \(|\cdot| : \| \cdot \|_W^2\) is the Dirichlet norm under the proximity matrix \(W\), \(\lambda_\hat{R}\) and \(\lambda_\hat{C}\) are the regularization parameters for \(\hat{R}\) and \(\hat{C}\), respectively. We use the Dirichlet norm because it takes the adjacency matrix into account—nearby regions should share similar features in the dense tensors \(\hat{R}\) and \(\hat{C}\). Finally, \(\Omega^{(t+j)} \in \mathbb{R}^{N \times N \times K}\) is an indication tensor (as defined in Equation 4), and \(M^{(t+j)}\) and \(\hat{M}^{(t+j)}\), \(j \in [1, h]\), are the predicted and ground truth tensors, respectively.

VI. EXPERIMENTS

We describe the experimental setup and then present the experiments and the findings. The source code is available at https://github.com/hujilin1229/od-pred.

A. Experimental Setup

1) Datasets: New York City Data Set (NYC): We use 14 million taxi trips collected from 2013-11-01 to 2013-12-31 from Manhattan, New York City. Each trip consists of a pickup time, a drop off time, a pickup location, a drop off location, and a total distance. Manhattan has 67 taxizones\(^1\), each of which is used as a region. We utilize the taxizone shapefile again to segment Manhattan borough into 67 subregions, as is shown in Figure 5(a).

For both data sets, we represent a stochastic speed (m/s) as a histogram with 7 buckets \([0,3],[3,6],[6,9],[9,12],[12,15],[15,18],[18,\infty]\). Since 15 minutes is the most frequently used statistical interval in traffic studies [10], we consider 15-minutes intervals and obtain 96 intervals per day. The OD stochastic speeds during an interval for NYC are represented as an \(\mathbb{R}^{67 \times 15 \times 7}\) tensor.

Chengdu Data Set (CD): CD contains 1.4 billion GPS records from 14,864 taxis collected from 2014-08-03 to 2014-08-30 in Chengdu, China\(^2\). Each GPS record consists of a taxi ID, a latitude, a longitude, an indicator of whether the taxi is occupied, and a timestamp. We consider sequences of GPS records where taxis were occupied as trips. We use a total of 3,636,845 trips that occurred within the second ring road of Chengdu. Next, we partition Chengdu within the second ring road into 79 regions according to the main roads, as shown in Figure 5(b). The OD stochastic speeds during an interval for CD are represented as an \(\mathbb{R}^{79 \times 15 \times 7}\) tensor.

2) Forecast Settings: We consider settings where \(s = 3\) or \(s = 6\) while varying \(h\) among 1, 2, and 3. This means that we use stochastic OD matrices from 3 or 6 historical intervals to predict stochastic OD matrices during up to 3 future intervals.

3) Baselines: To evaluate the effectiveness of the proposed base framework (BF) and advanced framework (AF), we compare with 5 different methods. Since only OD pairs are given,
not specific segments or paths, we do not consider segment-based and path-based methods, which cannot be applied directly. Instead, we extend two state-of-the-art OD-pair based methods to support stochastic weights: (1) recurrent neural networks using GRU gates (RNN) [30] and (2) Multi-task Representation Learning (MR) [2]. In addition, we consider the following baselines. (3) Naive Histograms (NH): for each OD pair, we use all travel speed records for the OD pair in the training data set to construct a histogram and use the histogram for predicting the future stochastic speeds. Next, we model the stochastic speeds for each OD pair as a time series of vectors, where each vector represents the stochastic speed of the OD pair in an interval. Based on this time series modeling, we consider two different time series forecasting methods: (4) Gaussian Process Regression (GP) [39], which considers the vectors independently; (5) Multi-variate vector autoregression (VAR) [40], which takes into account the linear correlations among different OD pairs. We do not compare with segment-based or path-based methods (cf. Section II) because the input to such methods is a path. In our setting, multiple paths exist from a source region to a destination region, thus rendering such methods inapplicable.

4) Evaluation Metrics: To quantify the effectiveness of the proposed frameworks, we use three commonly adopted distribution functions for distributions, i.e., Kullback-Leibler divergence (KL), Jensen-Shannon divergence (JS), and earth mover’s distance (EMD), to measure the accuracy of forecasts. All three functions capture the dissimilarity between an estimated distribution and a ground-truth distribution. Specifically, the general dissimilarity metric is defined as follows.

\[
\text{DisSim}_r^{(k)} = \sum_{i=1}^{T} \sum_{j=1}^{N} \Omega_{(i,j)}^{(t+k)} f(M_{i,j; \cdot}^{(t+k)}, \hat{M}_{i,j; \cdot}^{(t+k)}),
\]

where 1 ≤ k ≤ h denotes the k-th step ahead forecasts, T is the size of testing set, \(\Omega_{(i,j)}^{(t+k)}\), \(M_{i,j; \cdot}^{(t+k)}\), and \(\hat{M}_{i,j; \cdot}^{(t+k)}\) are the indication matrix, ground truth tensor, and forecast tensor, respectively; \(\Omega_{(i,j)}^{(t+k)} = 1\) if observations exist from region i to region j at step \((t+k)\); otherwise, \(\Omega_{(i,j)}^{(t+k)} = 0\). Moreover, \(f(\cdot)\) is a generic metric function that can be any of the metrics mentioned above and defined next. For simplicity, we use \(m, \hat{m} \in \mathbb{R}^K\) to denote \(M_{i,j; \cdot}^{(t+k)}\) and \(\hat{M}_{i,j; \cdot}^{(t+k)}\), respectively.

\[
\text{KL}(m, \hat{m}) = \sum_{k=1}^{K} \hat{m}_k \log \left( \frac{\hat{m}_k + \delta}{m_k + \delta} \right),
\]

where \(\delta\) is a positive small value to prevent having a zero when using the \(\log\) function. We use \(\delta = 0.001\) in the experiment. Jensen-Shannon divergence is defined as follows,

\[
\text{JS}(m, \hat{m}) = \frac{\text{KL}(m, \bar{m}) + \text{KL}(\hat{m}, \bar{m})}{2},
\]

where \(\bar{m} = 0.5 \times (m + \hat{m})\).

Earth mover’s distance is defined as follows,

\[
\text{EMD}(m, \hat{m}) = \sum_{i=1}^{K} \sum_{j=1}^{K} F_{i,j} d_{i,j},
\]

where flow matrix \(F\) is the optimal flow that minimizes the overall cost from \(m\) to \(\hat{m}\) [41].

5) Model Construction: The proposed frameworks are trained by minimizing the two loss functions, defined in Equation 4 for BF and Equation 11 for AF, using back-propagation. We use the Adam optimizer due to its good performance. The hyper-parameters were configured manually based on the loss on the validation set. Specifically, we set the initialization learning rate to 0.001, the decay rate to 0.8 at every 5 epochs, and the dropout rate to 0.2. The chosen hyper-parameters’ settings are given in Table I.

Table I shows the optimal configurations of the hyper-parameters for the three deep learning methods and numbers of weight parameters used in each model for both datasets. Baseline FC first encodes the input into a 2D latent space via an FC operation, denoted as FC\(_1\). Then it calls a GRU with 3 units and 1 layer to capture the temporal dynamics, denoted as \(\text{GRU}_2\). Finally, another FC is called to project the output from GRU to an OD stochastic tensor with the following dimensions: \#Source Regions × \#Destination Regions × \#Buckets, e.g., \(67 \times 67 \times 7 = 31,423\) dimensions for NYC, denoted as \(FC_{31,423}\). For BF and AF, we apply two identical configurations for origin and destination factorization, which is why we have “2×” on the first configuration. For BF, we first utilize \(FC_2\) to encode the input for the first factorization. Then we adopt \(\text{GRU}_2\) to learn the temporal dynamics. At the end of GRU, we project the output into a corresponding factorization with the following dimensions: \#Source Regions × r × \#Buckets, where \(r\) is the rank of the factorized dense matrix, which we set to 5, e.g., \(67 \times 5 \times 7 = 2,345\) for NYC, denoted as \(FC_{2,345}\). The configuration for AF is very different from those of the previous two models. First, we adopt two combinations
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of GCNN, $GC^K_Q$, where $Q$ is the filter number and $K$ is the filter size, and a pooling operation $P_p$, where $p$ is the pooling size, e.g., $GC^{32\times8}_4$-$P4$-$GC^{32\times4}_2$ for NYC. Then, the encoded features are fed into a CNRNN with $n$ layers, where each layer has four Cheby-Nets. Assuming that the number and size of the filters are $Q_n$ and $K_n$, this operation can be written as $GC^{Q_n\times K_n}_n$, e.g., $GC^{32\times4}_2$, implying 2 CNRNNs where the GCNN in each gate has 32 graph convolutional filters of size 4. From the above configurations, although AF uses the most complex models, AF uses the fewest weight parameters (see the $\#$ weights column in Table I).

**B. Experimental Results**

1) **Overall Results:** We compare the accuracies of the different methods, using KL, JS, and EMD to evaluate the forecast accuracy. In Table II, we can first fix $s$ at 3 or 6, while varying $h$, i.e., the $h$-intervals ahead forecasting. We also vary $s$, i.e., the number of historical stochastic speed matrices, to study the effect of $s$ and $h$.

We have the following observations. (1) The deep learning based methods perform better than the other baselines in most cases. (2) The proposed basic framework BF performs better than other methods in most settings. This indicates that the proposed frameworks, which involve factorization and RNN based forecasting, are effective for OD matrix forecasting in settings with data sparseness. (3) The advanced framework AF is significantly better than other methods, including BF, in all settings. This suggests that by taking into account the spatial correlations among regions using two GCNNs, the learned features become more meaningful, which then improves forecasting accuracy. (4) The results on NYC are better than those on CD. This is because the regions in NYC are more homogeneous (i.e., within Manhatten) than the regions in CD that cover a much larger and more diverse region. This in turn makes the traffic situations in CD much more complex and more challenging to forecast. (5) When varying $h$, the accuracy of AF becomes worse, i.e., larger metric values. This suggests that forecast far into the future becomes more challenge. (6) When fixing $h$, we compare the two tables and observe that the performance of AF is better at $s = 3$ than $s = 6$. This seems to indicate that the traffic variations are more dependent on short-term history (i.e., $s = 3$) than on long-term history (i.e., $s = 6$).

According to the above results, in the following, we only consider FC, BF, and AF, and we only consider the setting where $h = 1$ and $s = 6$, i.e., 1-step ahead forecasting with 6 historical observations.

2) **Effect of Time of Day:** In this experiment, we aim at investigating forecasting performance for different intervals during a day. To this end, we show the forecast accuracy across different time intervals. Figures 8, 9, and 10 show the performance on both data sets when using EMD, KL, and JS. To visualize the results across time, we aggregate the results per each 3 hours. We use three curves to represent the accuracy of FC, BF, and AF. In addition, we use bars to represent the percentages of data we have per each 3 hours. CD does not contain any data from 00:00 to 06:00, which is why the figures for CD start at 6.

Figures 8(a) and 8(b) show the accuracy based on EMD. We observe that both AF and BF outperform FC in almost all the time intervals. This suggests the effectiveness of factorization in the proposed framework when contending with data sparseness. In addition, AF has the best performance and differs clearly from FC and BF. This suggests that by further capturing spatial and spatio-temporal correlations improves the forecast accuracy.

We observe that the EMD for all the three methods is the worst in NYC during [3:00, 6:00]. This is because the amount of testing data during [3:00, 6:00] is quite small, only accounting for around 1% of the total testing data. On both data sets, the best EMD values appear during [12:00, 15:00]. This indicates that the traffic conditions during this time period seems to have the least dynamics thus making the forecasting less challenging. Similar trends can be observed when using KL and JS, as shown in Figures 9 and 10. Overall, the advanced framework AF achieves consistently the best forecasting performance on both datasets and on the three different evaluation metrics. More data enables more accurate forecasting.

3) **Effect of Distances:** In this experiment, we aim at investigating the effect of the distances between source and destination regions. We thus report the forecast accuracy with different distances. Given a source and a destination region, we use the Euclidean distance between the centroids of the two regions as its corresponding distance. We group OD region pairs based on their distances into 6 groups as shown in Figures 11, 12, and 13. We only consider OD region pairs that are below 3 km because less than 1% of the data is available for OD region pairs more than 3 km apart. Figures 11, 12, and 13 report results on EMD, KL, and JS, respectively.

Figures 11(a) and 11(b) show the EMD values at varying distances on NYC and CD, respectively. We observe that (1) BF and AF outperform FC for all distance settings and on both datasets; (2) AF outperforms BF by a clear margin. This again offers evidence of effectiveness of the proposed advanced framework and suggests that the best performance is achieved by contending the sparseness and by capturing spatio-temporal correlations. Next, when considering distances from 0.5 to 1.5, i.e., the first three points of the curves, we observe a clear descending trend in NYC, but this trend is less obvious in CD.

We also observe that curves start to increase 1 km on NYC as shown in Figure 11(a). The reason is amount of data in distance range [1.5, 3.0] decreases quickly, in turn introducing more fluctuations. We observe a subtle trend from distance range [1., 1.5] to distance range [1.5, 2.0] in Figure 11(b) for BF and AF, however, FC is much worse in distance range [1.5, 3.0]. We have similar observations for NYC regarding the KL and JS evaluation metrics, which is shown in Figures 12(a) and 13(a). The trend is much clearer in CD for the evaluation metrics of KL and JS as is shown in Figures 12(b) and 13(b). Therefore, another explanation of the increasing trend is that
as the distance increases, the route options also increase, which makes the speed more stochastic and harder to forecast. Overall, AF achieves the best performance on both datasets regarding to EMD, KL, and JS evaluation metrics.

4) Effect of Proximity Matrices: We conduct a last set of experiments to investigate the effect of the parameters $\sigma$ and $\alpha$ when constructing the proximity matrix $W$ in the advanced framework. We only report results for CD due to the space limitation and because NYC yields similar results. Figures 14(a) and 14(b) show the accuracy when varying $\alpha$
and $\sigma$. The proposed AF is insensitive to $\sigma$ and $\alpha$. In other words, using proximity matrices is a robust way of capturing spatial correlations.

VII. CONCLUSIONS AND OUTLOOK

An increasingly pertinent settings are asking for full OD matrices contain stochastic travel costs between any pair of regions in near future. However, instantiating such OD matrices calls for a large amount of vehicle trajectories which is almost an impossible task to fulfill in reality. We define and study the problem of stochastic origin-destination matrix forecasting in this setting, which solves data sparseness and spatio-temporal correlations. Empirical studies on two real datasets from different countries, New York City and Chengdu City, demonstrate that the proposed framework outperforms other methods in all the experimental settings.

In future work, it is of interest to extend the framework to incorporate contextual information such as weather conditions and to consider the information at different timestamps differently, e.g., using attention networks [27]. Further, it is of interest to be able to avoid outlier predictions [42], [43].
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