Abstract—Traffic simulations can help to explore novel and efficient transportation solutions that overcome traffic problems such as traffic jams and road planning. Traditional traffic simulators usually leverage a car-following model to simulate the vehicle’s behavior in the real-world traffic environment. However, these calibrated simplified physical models often fail to accurately predict the pattern of vehicle’s movement in complicated real-world traffic environment. Considering the complexity and non-linearity of the real-world traffic, this paper unprecedentedly treat the problem of traffic simulation as a learning problem, and proposes learning to simulate (L2S) vehicle trajectory. We use the generative adversarial imitation learning framework to estimate the policy that provides sequential decisions for the vehicle given real-world demonstrations. The experiment on real-world traffic data shows the superior performance in simulating vehicle trajectories of our method compared to traditional traffic simulation approaches.

Index Terms—Traffic simulation, imitation learning

I. INTRODUCTION

Traffic simulation is the dynamics representation of the real-world traffic environment through mathematical or computer modeling. It acts as an essential component in the operation and planning of transportation systems. For example, a traffic simulator can be used to test the policies of a traffic signal plan, or generate sufficient simulation data for training an intelligent signal controller [1].

To build an effective traffic simulator that provides life-like microscopic simulations of vehicle movement, the key is to accurately imitate the observed vehicle behaviors and recover an individual vehicle’s policy given current traffic state. Today’s state-of-the-art and popular simulators such as SUMO [2], AIMSUN [3] and MITSIM [4] usually employ a so-called car-following model (CFM) to describe the kinematic movement of an individual vehicle. Basically, a CFM is a collection of several physical formulas that describe the car-following behaviors with empirically calibrated parameters, such as vehicle maximum acceleration and driver reaction time. However, the movement of real-world vehicles depends on many factors including speed, distance to neighbors, road networks, traffic signal, and even driver’s psychological factors. Even with these parameters carefully calibrated, the CFM often fails to provide accurate policy estimation for the vehicle and exhibit realistic simulations, due to the nature of inferior approximation ability of the simplified physical models under intricate traffic environment. For example, Gipps model [5] (AIMSUN) is simply based on safety distance. It can never reflect other nonlinear factors such as the psycho-physical tendency in real-world drivers’ decisions.

To overcome the deficiency in explaining real-world vehicle behaviors of current CFM based traffic simulators, a natural consideration is to learn the pattern of behaviors directly from real-world observations, instead of exclusively relying on unrealistic physical models. Imitation learning (IL), focused on making sequences of decisions similar to existing data, shows a promising avenue for learning from demonstrations [6]–[8]. Behavioral cloning (BC) [6], a variant of IL, is easy to implement due to its one-step supervised learning procedure, but the state distribution mismatch between training and testing makes it to perform poorly in practice. A solution to mitigate the accumulative mistakes in BC is to iteratively sample from the rollout of the trained policy, and thus maintain the consistency of state distribution. In this paper, we follow the generative adversarial imitation learning (GAIL) [8] that incorporates a GAN-like framework into an iterative learning procedure of IL, and extend it to the multi-agent context in the traffic simulation problem. Our proposed learning to simulate (L2S) takes each vehicle as an agent and directly learns a shared policy capable of controlling multiple vehicles simultaneously, through the alternation between a generator network and a discriminator network.

To the best of our knowledge, we are the first to consider the traffic simulation problem as a learning problem. The effectiveness of our proposed L2S is demonstrated by the experiment on real-world traffic data. Compared to traditional CFM based methods and BC based simulation, our method is shown to have superior performance in recovering the real-world vehicle trajectory.

II. RELATED WORK

No previous approach on traffic simulation has considered learning-based methods before. But the idea of learning to simulate can be found in some other simulation problems. A few works as in [9]–[11] use reinforcement learning in pedestrian simulation and railway operational simulation. However, our method intrinsically differs from these works. They aim to train an agent to calibrate the parameters of either a selected physical model or a predefined distribution of generated data, while in our work the vehicle is as an agent and seeks to learn the policy from demonstrations on the vehicle level. The work [12] proposed to learn the autonomous driving policy
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Problem Definition

The driving behavior of one vehicle can be formulated as a Markov Decision Process (MDP) defined by the tuple \( S, A, T, r, \gamma \). Here, \( S \) and \( A \) represent the state and action space correspondingly, \( T \) is the transition matrix between states, \( r \) is the reward function, and \( \gamma \) is discount for future reward. Thus, our problem can be formally defined as below.

Problem 1: Consider a set of \( M \) expert drivers with driving policy \( \pi^*(-m) \), where \( m = 1, 2, \ldots, M \). Given their expert demonstrations \( D = \{ \gamma_1, \gamma_2, \ldots, \gamma_M \} \), our goal is to recover the driving policy \( \pi(m) \), so that \( \pi(m) \) is close enough to \( \pi^*(-m) \).

The above formulation may seem not clear. It has been shown in [16] that imitating the policy from the trajectories is equivalent to maximizing the log likelihood of the trajectories being generated by the learned policy. Hence, the above problem is equivalent to the following maximization:

\[
\max_{\pi(1), \pi(2), \ldots, \pi(M)} \sum_{m=1}^{M} \log P(\tau_m | \pi(m)).
\]

(1)

Here, \( P(\tau_m | \pi(m)) \) is the probability of generating trajectory \( \tau_m \) given that driver \( m \) is following policy \( \pi(m) \). Each trajectory is a sequence of states and actions, i.e., \( \tau = s_0, a_0, s_1, a_1, \ldots, s_T, a_T \), where \( T \) is the total time span.

IV. METHOD

A. Overview

In order to learn how people drive in the real world, we can formulate each vehicle as an independent agent. Our goal is to learn the policy for each agent. The learned policy will serve as an engine in the traffic simulator that enables to produce real-like simulations.

The whole framework of our solution is shown in Figure 1. Each agent receives observations from the environment and takes actions sequentially following the policy. Then, by comparing the generated trajectories with the expert trajectories, a similarity score (actually a log likelihood) will be calculated to guide the optimization of the policy.

In Section IV-B, we introduce how each agent is defined and how they interact with each other and the environment. Then, we introduce how the policy for each agent is obtained via generative adversarial imitation learning in Section IV-C.

B. Multi-Agent Simulation System

Given the context that each driver is making their decisions independently based on his or her own observations, we model each driver as an agent \( m \). For simplicity, we will omit the superscript \((m)\) when no confusion would be introduced.

State: a set of features are selected to describe the current observations that the vehicle \( m \) receives:

- Road network: length of current lane, speed limit of current lane, whether current lane is an exit to the system.
- Current vehicle \( m \): speed, position in current lane, distance to preceding traffic signal.
- Preceding vehicle \( m' \): speed of \( m' \), position of \( m' \) in lane, gap from \( m \), whether \( m' \) in same lane as \( m \).
- Traffic signal: phase of the preceding traffic signal.

Action: defined as the next-step speed for vehicle \( m \).

In this paper, we assume that all drivers share homogeneous policy \( \pi \). But with different state, each vehicle agent yields different actions. In other words, each agent \( m \) takes its own observation \( s(m) \) and gets its action \( a(m) = f_\pi(s(m)) \).

C. Generative Adversarial Imitation Learning

Imitation Learning. We utilize imitation learning approach to learn the policy from the pre-logged data. It has been shown that the imitation learning (or inverse reinforcement learning) problem can be reduced to the feature matching (for discrete-state problems) or state occupancy matching problem [8], [17] with some constraints (e.g., entropy), i.e., we aim to minimize the discrepancy with an entropy regularization \( H \) (as in [8]).

\[
\min_{\pi} \min_{\rho^+, \rho^-} d(\rho^+, \rho^-) - H(\pi)
\]

(2)

where \( \rho \) denotes the state action occupancy and \( d \) measures the discrepancy between the state occupancy of learned policy \( \pi \) and expert policy \( \pi^* \).

Generative Adversarial Imitation Learning. As in [8], we replace the discrepancy measure \( d \) with a binary classification negative log loss. Then, we have the objective as [8]

\[
\min_{\theta \psi} \max_{\pi} \mathbb{E}_{\pi_\theta} \left[ \log(D_\psi(s, a)) \right] + \mathbb{E}_{\pi_*} \left[ \log(1 - D_\psi(s, a)) \right] - \lambda H(\pi_\theta)
\]

(3)

where \( D(s, a) \) is a binary classifier that discriminates generated trajectories from the expert ones.

Concretely, there are actually two steps in doing this optimization, discriminating step (D-step) and generating step (G-step). For the D-step, we can update the discriminator parameters to maximize

\[
\max_{\psi} \mathbb{E}_{\pi_\theta} \left[ \log(D_\psi(s, a)) \right] + \mathbb{E}_{\pi_*} \left[ \log(1 - D_\psi(s, a)) \right]
\]

(4)
Then, for the G-step, we optimize the policy towards the direction that the generated trajectories are more similar to the expert ones, using any reinforcement learning algorithms. Mathematically, the objective of G-step is

$$\min_{\theta} \mathbb{E}_{\pi_{\theta}}[\log(D_{\psi}(s, a))] - \lambda H(\pi_{\theta})$$

(5)

Specifically, for instance, [8] uses \( \log(D(s, a)) \) as the cost to guide the optimization of the policy (or use the negative log likelihood as the reward).

For the policy optimization algorithm, we follow [18] and employ proximal policy optimization (PPO) algorithm to update the policy. By doing the D-step and G-step iteratively, we can finally get \( \pi_{\theta} \) close enough to the expert policy \( \pi^* \).

V. EXPERIMENT

A. Dataset

Three real world datasets are used for the experiments.

- Hangzhou (HZ). This dataset is composed of surveillance camera records from various 4-way intersections in Hangzhou, China. Each record has the attribute vehicle id, arriving location and arriving time. We input this data into CityFlow [19] controlled by a pre-set driving policy to generate the expert trajectories.

- Gudang (GD). This dataset covers a \( 4 \times 4 \) road network in the Gudang area in Hangzhou (also used in [20], [21]). This data has been collected in the same fashion as the HZ dataset. We input it into CityFlow [19] like the HZ dataset.

- Los Angeles (LA). This dataset is collected from Lankershim Boulevard, Los Angeles on June 16, 2005 and made public online 1. This dataset records how each vehicle proceed (e.g., location and speed) on a \( 1 \times 4 \) road network, in the temporal resolution of 0.1 second. These trajectories are used directly as the expert trajectories.

1https://ops.fhwa.dot.gov/trafficanalysistools/ngsim.htm

B. Compared Methods

We compare our method Learning to Simulate (L2S) with two types of baseline methods: traditional CFM based methods and learning based methods. For the CFM based methods, we select the popular Krauss model [13] as the CFM and employ two search methods that are frequently used in calibrating these parameters.

- CFM-RS: calibrating the parameters with random search. The algorithm will randomly generate one set of parameters for the CFM in each round. The set of parameters that yields the best results are kept.

- CFM-TS: calibrating the parameters with Tabu search [14]. Starting from an initial set of parameter, a new set of parameters is chosen within the proximity of the current parameters in each round.

In order to better evaluate the learning performance of our method, we also apply BC [6] in vehicle trajectory learning and compare it to our method.

C. Experiment Settings

Our experiments are conducted in a traffic simulation platform called CityFlow [19]. This simulator can take traffic flow as input and simulate how each vehicle run towards its destination (including its interaction with traffic signals and other vehicles). For HZ and GD dataset, since they only have the arriving flow of the traffic, we will feed the traffic into the simulator (controlled by a pre-set driving policy) and generate the expert trajectories. For LA dataset, we directly use the provided trajectories as the expert. Then, we use different methods to recover the driving policy and compare the recovered trajectories w.r.t. the expert ones, in terms of root mean square error (RMSE) of the speed and position.
Concretely, we have

\[
RMSE = \frac{1}{T} \sum_{t=1}^{T} \sqrt{\frac{1}{M} \sum_{m=1}^{M} (s_t^{(m)} - \hat{s}_t^{(m)})^2},
\]

where \(s_t^{(m)}\) and \(\hat{s}_t^{(m)}\) are the true value and recovered value of the position or speed of vehicle \(m\) at timestamp \(t\) respectively.

D. Results

We compare L2S with the other methods on the three datasets. The results are shown in Table I. L2S outperforms all the baseline methods in terms of RMSE in position and speed (compared with the expert trajectories) with improvement of at least 15%. It is observed that, the calibration methods (CFM-RS and CFM-TS) can achieve reasonable results on single-intersection cases in HZ dataset, but perform very poorly in multi-intersection cases GD and LA. The inferior results of BC is mainly due to its failure in modeling interactions between vehicles, which is more obvious in multi-intersection cases.

VI. CONCLUSION

In this paper, we formulate traffic simulation as an imitation learning problem and directly learn the pattern of individual vehicle’s behaviors from real-world demonstrations. Through experiments we show the superior performance of our method in recovering real-world vehicle trajectory. For future work, we will work on improving the model’s generalization ability in different traffic environment.
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TABLE I

<table>
<thead>
<tr>
<th>Method</th>
<th>HZ-1</th>
<th>HZ-2</th>
<th>HZ-3</th>
<th>GD</th>
<th>LA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pos</td>
<td>Speed</td>
<td>Pos</td>
<td>Speed</td>
<td>Pos</td>
</tr>
<tr>
<td>CFM-RS</td>
<td>173.0</td>
<td>5.3</td>
<td>153.0</td>
<td>5.6</td>
<td>129.0</td>
</tr>
<tr>
<td>CFM-TS</td>
<td>188.3</td>
<td>5.8</td>
<td>147.0</td>
<td>6.1</td>
<td>149.0</td>
</tr>
<tr>
<td>BC</td>
<td>225.0</td>
<td>5.7</td>
<td>151.0</td>
<td>5.2</td>
<td>170.0</td>
</tr>
<tr>
<td>L2S</td>
<td>147.1</td>
<td>4.3</td>
<td>66.9</td>
<td>2.4</td>
<td>98.5</td>
</tr>
<tr>
<td>Improvement</td>
<td>15.0%</td>
<td>18.9%</td>
<td>54.5%</td>
<td>53.8%</td>
<td>23.6%</td>
</tr>
</tbody>
</table>