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Abstract—With the rapid development of multimedia
and short video, there is a growing concern for video
copyright protection. Some work has been proposed to
add some copyright or fingerprint information to the
video to trace the source of the video when it is stolen
and protect video copyright. This paper proposes a
video watermarking method based on a deep neural
network and curriculum learning for watermarking
of sliced videos. The first frame of the segmented
video is perturbed by an encoder network, which
is invisible and can be distinguished by the decoder
network. Our model is trained and tested on an online
educational video dataset consisting of 2000 different
video clips. Experimental results show that our method
can successfully discriminate most watermarked and
non-watermarked videos with low visual disturbance,
which can be achieved even under a relatively high video
compression rate(H.264 video compress with CRF 32).

Index Terms—robust video watermark, deep neural
network, copyright protection, curriculum learning

I. INTRODUCTION

With the development of easy access to the Internet
and the popularity of social media platforms, digital
media such as images, video, and audio account
for most of the current Internet traffic. This has
been accompanied by a dramatic increase in video
copyright infringement cases. Due to the anonymity
of the Internet, video copyright infringement is often
difficult to trace. Some methods embed information
indicating copyright(such as trademarks, words, and
other patterns) directly into the video as a visual

watermark. However, visible watermarks not only
affect the viewing experience but are also easily dis-
torted or even removed by attackers through various
disturbances.

For the above reasons, there have been many
studies on how to add invisible watermarks to videos.
According to the domain of watermark embedding,
traditional video watermarking methods can roughly
divide into three schemes: spatial domain, transform
domain, and compressed domain. In addition, with
the development of deep learning, many image wa-
termarking methods based on deep learning have
emerged in recent years, mostly based on CNN-based
auto-encoder and generative adversarial networks.

This paper aims to introduce a robust video wa-
termarking method based on deep learning and cur-
riculum learning. To ensure the model can perform
better in H264 video compression, we incorporate
video compression noise losses with different weights
at different stages of training, which makes the wa-
termark added by the model more robust in relatively
high compression rate scenarios based on H264.

The article’s structure is as follows: In Section 2,
we will discuss existing video watermarking meth-
ods, including traditional and deep learning based
methods. In Section 3, we will introduce our method,
including model structure, training strategy, and a
segmentation-based video watermark embedding and
extraction process. In Section 4, we will discuss



the experimental setting and results and analysis of
the proposed method. The last section concludes the
paper.

II. RELATED WORK

A. Traditional methods

According to the domain of watermark embed-
ding, traditional video watermarking methods can be
roughly divided into three schemes: spatial domain,
transform domain, and compression domain.

The spatial domain embedding watermark [1, 2] is
to decode video into frames and embed the watermark
into frames sequence, and then encode the embedded
video. The Least Significant Bits [8, 9] (LSB) is a rep-
resentative scheme. Although this solution can take
advantage of image watermarking technology and
combine the characteristics of video frames to form a
video watermarking solution, the embedded video is
likely to lose the watermark after being compressed
and encoded. Compared with the simple embedding
in the spatial domain, The transform domain scheme
can design a more robust watermarking algorithm.
This type of scheme embeds watermarks in transform
domain coefficients in conjunction with the encoding
process. Common transforms include discrete Fourier
transform [10] (DFT), discrete cosine transform [11]
(DCT), and more complex transforms such as discrete
wavelet transform [12] (DWT) and dual-tree complex
wavelet transform [13] (DC-CWT) et al. However,
when the video compression rate is high, the problem
of losing the watermark still does not solution well.

There are also recent pieces of literature on com-
pressing the domain. Song [28] proposed a water-
marking method based on the mapping rules between
motion vector resolution and watermarking for AVS-
encoded video. Qiu et al. [29] embed the robust wa-
termark and fragile watermark together in the video
during H.264/AVC encoding. The fragile watermark
is embedded in the motion vector by changing the
components of a set of selected motion vectors. By
changing the quantization in the I frame, The AC
coefficients of the robust watermark are embedded
in the DCT domain. The scheme of compressed do-
main embedding has lower computational complexity.
However, most of these methods [7] are format-
specific, do not support using alternative encoders
for conversion, and have poor resistance to channel
interference.

B. Deep learning based methods

Since encoding and decoding tasks are the core
of the digital watermarking process, the encoder-

decoder deep learning framework is well suited for
digital watermarking models. Therefore, the most
current deep learning methods in the field of digital
watermarking rely on Auto-encoder (AE) architec-
tures combined with convolutional neural networks.
ReDMark [17] uses two Full Convolutional Neural
Networks (FCN) for watermark embedding and ex-
traction. And a differentiable attack layer to simu-
late different distortions. ReDMark can learn many
embedding patterns in different transform domains
and can be trained for a specific attack or a range
of attacks. Lee et al. [18] uses a simple CNN for
embedding and extraction without any resolution-
dependent layers, which means that images of any
resolution can be used as input to the system for
watermarking. The model also employs an intensity
scaling factor that controls the model’s trade-off be-
tween robustness and imperceptibility. The discrimi-
nator/adversarial network in the Generative adversar-
ial network (GAN) is very suitable for the analogy
of the various interferences and attacks encountered
in the digital watermark transmission or to identify
the fidelity quality of the generated image. Therefore,
generative adversarial network architecture is also
a lot of work. HiDDeN [14] is one of the earli-
est deep learning methods for image watermarking.
The model consists of a trained encoder, decoder,
and discriminator network. The encoder network is
trained to embed information strings into the cover
image while minimizing the perceptual perturbation
of the encoded image. The decoder network receives
an encoded image and tries to extract information.
This discriminator network uses the principle of GAN
to force the encoder to generate a watermark image
that is as similar as possible to the original image.
Zhang et al. [27] propose to add an attention module
before watermark embedding and extraction so that
the model can learn better embedding regions.

III. PROPOSED METHODS

A. Model architecture

In the encoder-decoder model design, we use the
encoder and decoder structure of RivaGAN [27]. It
incorporates an attention module with shared param-
eters in the encoder and decoder, which helps the
encoder and decoder to pay more attention to image
regions that are more conducive to embedding. At
the same time, there are only multiple convolutional
layers in its encoder and decoder model, allowing the
model to process input frames of arbitrary resolution.



Fig. 1. Overall watermark embedding and extracting process. To embed [1 1 0 0 ...... 1] into a video, we select the first frame of the
video clip whose corresponding bit is 1, and input it into the encoder together with the watermark to obtain the watermarked video
frame. The specific watermark embedding and extraction process of each frame is shown in (a) and (b)

B. Watermark Embedding and Extraction Process

Different from the previous deep learning image
watermarking schemes, which usually embed a spe-
cific 01-bit watermark for each image. When the
watermark contains a large amount of information,
it tends to be distorted at higher video compression
rates. Therefore, we do not embed and extract a
watermark of a certain length for each frame but
determine whether the frame is embedded with a
watermark by a certain method. Since the video
often contains many frames, this method can still
obtain enough information space for embedding and
extraction. We divide each video into different seg-
ments according to a certain number of frames. For
each video segment, we only embed the watermark
on the first frame or a specific frame that follows
certain rules. Compared to embedding watermarks
on all frames, this method is more affected by video
compression and thus more challenging.

As shown in Figure 1, a specific watermark embed-
ding extraction scenario is as follows. For a complete
video, if its length is N frames, we use k as the
number of frames to split the video, then there are
m = N/k video segments in total, and we can choose
to embed or not embed a watermark in each segment.
When it is detected that the fragment contains a
watermark frame, output 1, otherwise output 0, finally
we can obtain a bit sequence of length m. Similar
to the previous digital watermarking literature, we

can decode this bit sequence into a specific ID or
character.

C. Noise layer

1) Cropping: The cropping layer is used to ran-
domly crop out watermarked video frames as the
input to the decoder. It can ensure that the encoder
learns to embed data bits with sufficient spatial re-
dundancy and improves the robustness of the model
to Cropping noise.

2) Scaling: Scaling is also a common noise for
video. To improve the robustness of the model to
scaling, we add this noise to the noise layer.

3) H264 compression: The H.264 compression
algorithm is currently the most common compression
algorithm, which includes intra-frame compression
and inter-frame compression. The specific method of
this noise is to directly input the watermark frame and
its adjacent frames into the compression algorithm
and output it to the disk in mp4 format, then read
the video file from the disk, and extract the corre-
sponding compressed watermark frame. We use the
Constant Rate Factor (CRF) as a tuning parameter for
compression ratio.

D. Training process

For the purpose of enabling the decoder to dis-
tinguish the watermark-embedded frame from the
source video frame,when the frame input to the de-
coder is embedded with the watermark by the encoder



Fig. 2. Training process. During training, when the original frame
is input to the decoder, the output of the decoder needs to be as
close as possible to Mo (in other words, ground truth is Mo).
When the watermark frame is input to the decoder, the output of
the decoder needs to be as close as possible to Mw probably close
(in other words, ground truth is Mw).

in advance, the decoder needs to output a specific bit
sequence Mw, which is used to indicate that the input
frame contains a watermark, on the contrary, when
the input frame comes from the original video, the
decoder needs to output another specific bit sequence
Mo that should be as inconsistent as possible with
Mw. For simplicity, we set Mwto be an all-one bit
sequence of length N and Mo to be an all-zero bit
sequence of length N, as shown in Figure 1 (b).

During training, the original frame frameo and
Mw are input into the encoder to obtain the
watermark frame framem. After the watermark
frame passes through different noise layers, dif-
ferent scrambled watermark frames will be ob-
tained. Among them, the cropped watermark frame
is Crop(framem), the scaled watermark frame is
Scale(framem), and the H.264 compressed water-
mark frame is H264(framem). After these different
scrambled frames are input to the decoder, a set
of output bit sequences will be obtained. We will
calculate the cross-entropy loss of these bit sequences
with Mw, as shown in Figure 2.

for original frame, decoder should output Mo,the
loss function is(CE means Cross Entropy):

Losso = CE(Mo, Decoder(frameo)) (1)

For watermark frames and various watermark frames
after noise layer, we set the decoder output ground
truth as Mw, as follows:

Lossm = CE(Mw, Decoder(framem)) (2)

Losscm = CE(Mw, Decoder(Crop(framem))
(3)

Losssm = CE(Mw, Decoder(Scale(framem)))
(4)

Losshm = CE(Mw, Decoder(H264(framem)))
(5)

To realize curriculum learning, we assign corre-
sponding weights to different loss functions in dif-
ferent training stages according to their difficulty.
We will mainly focus on simple loss function op-
timization at the beginning of training. When the
model has learned a certain watermark embedding
and extraction ability, the weight of difficult samples
will be increased to make the model more robust
to those noises. It is specifically implemented as a
two-stage training scheme. Let wo, wm, wcm, wsm,
and whm be the weights of Losso, Lossm, Losscm,
Losssm, and Losshm, respectively. Their values in
different training epochs are shown in Table 1(E is
the total number of epoches for training).

TABLE I
WEIGHTS OF DIFFERENT EPOCHS

weight 0 to E/2 E/2 to E
wo 1.0 1.0
wm 0.8 0.3
wcm 0.1 0.2
wsm 0.1 0.2
whm 0 0.2

At each stage of training, the target loss function
is:

Loss =wo ∗ Losso + wm ∗ Lossm + wcm ∗ Losscm+

wsm ∗ Losssm + whm ∗ Losshm
(6)

IV. EXPERIMENT AND VISUALIZATION

In this section, we first describe the software and
hardware environments of the experiments, followed
by the datasets we used and the experimental settings.
Finally, we present the experimental results and their
related statements.

A. Environment

For this experiment, the training and testing envi-
ronments of the model are the same. The operating
system is ubuntu18.04 (Linux version 4.15.0-180-
generic, GCC version 7.5.0), and we use python as
the implementation language of the algorithm. The
model building and training coding environment is
python3.7.13, pytorch1.4.0, and CUDA version 10.1.



B. Dataset

We use an online educational video dataset pro-
vided by Easefun, which includes a total of 2000
video clips extracted from online educational videos.
We divided 1700 videos from Easefun’s online in-
structional video dataset as a training set and the
remaining 300 videos as a testing set. Each video clip
is about 3 minutes. The types of videos include screen
recording teaching, live-action shooting teaching, etc.
The content involves software tutorials, programming
teaching, professional skills teaching, etc.

C. Setting

For the training parameters, we set the lengths of
Mw and Mo to 16, the watermark visibility to 0.032
(to ensure the quality of the generated video frames),
and the total number of training epochs is 200 . We
use the Adam optimizer, where the initial learning
rate is set to 0.0005, and the batch size is set to 24.
H264 CRF is set to 22, and the number of adjacent
frames for video compression noise is 16. During
training, the video will first be randomly cropped into
a region of size 256*256, which is then fed into the
model for training.

D. Result

For watermark invisibility, the primary evaluation
metric is PSNR. For all test video results, our draw
PSNR is 36.9. The visualization results are shown in
Figure 3

(a) ori frame (b) wm fraame (c) wm frame af-
ter compressed

Fig. 3. (a), (b) and (c) are the original frame, the watermark frame,
and the H264 compressed watermark frame, respectively

For testing watermark robustness, we mainly eval-
uate the model’s watermark frame classification ac-
curacy and the decoder’s confidence in the watermark
frame and the original frame. The confidence of the
watermark frame is calculated as follows:

sum(output)/Length(output)

For example, if the output bit sequence is 11000111,
the confidence of this frame will be 5/8 = 0.625.
We set a classification threshold of 0.5. When the
confidence of a frame is greater than the threshold,
it is judged as a watermarked frame. Otherwise, it
is a non-watermarked frame (i.e., the original video
frame). For each test video, we divide it into many
video segments, as shown in Figure 3. Here, we set
k =125. There are 10384 125-frame video segments
in total. The specific process of the test is as follows.
For each video segment, we input it into the encoder
model for watermark embedding while retaining the
original video so that each video segment will have
a watermark version as well as the original ver-
sion. After that, the watermarked version video is
encoded and compressed by H264 with different CRF
values to obtain different compressed versions. Fi-
nally, the original version and the compressed version
are respectively input to the decoder to obtain the
corresponding average confidence and classification
accuracy, as shown in table 2.

TABLE II
RESULT OF DIFFERENT CRF

metrics CRF 22 CRF 28 CRF 32
wm accuracy 0.99 0.98 0.95

wm confidence 0.99 0.98 0.94
ori accuracy 0.99 - -

ori confidence 0.04 - -

V. CONCLUSION

In this paper, we propose a robust video water-
marking model based on deep neural network and
curriculum learning. The watermarking results show
that the model can maintain high watermarking ac-
curacy at a higher compression rate. It can already
deal with most video piracy scenarios, and it is a
method that can be applied to actual scenarios. How-
ever, although our method can guarantee sufficient
accuracy and robustness, there is still room for further
exploration of the quality of watermarked frames and
the generation efficiency of watermarked frames. In
future work, we will further improve these aspects.
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