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Source: Xue-bo Jin, et. al. “State-of-the-Art Mobile Intelligence: Enabling Robots to Move Like Humans by Estimating Mobility with Artificial Intelligence”
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Challenges of Al for loT

 Completeness: you don’t know
what you don’t know

* Robustness: small changes to inputs,
big changes to outputs

* Efficiency: finding the best model
for a given architecture, fast

* Adaptiveness: updating the edge, on the fly
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