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Abstract—In this paper, we revisit the system vulnerability stack for transient faults. We reveal severe pitfalls in widely used vulnerability measurement approaches, which separate the hardware and the software layers. We rely on microarchitecture level fault injection to derive very tight full-system vulnerability measurements. For our architectural and microarchitectural measurements, we employ GeFIN, a state-of-the-art fault injector built on top of the gem5 simulator, while for software level measurements we employ the LLVM fault injector. Analyzing two different Arm ISAs and two different microarchitectures for each ISA, we quantify the sources and the magnitude of error of architecture and software level vulnerability evaluation methods, which aim to reproduce the effects of hardware faults. We show that widely applied methodologies for system resilience evaluation fail to capture important fault manifestation and propagation aspects and lead to misleading findings, which report opposite vulnerability results than a comprehensive cross-layer analysis. To justify the validity of our findings we employ a state-of-the-art software-based fault tolerance technique and evaluate its impact at all layers through a case study. Our evaluation shows that although higher-level methods can report significant vulnerability improvements (up to 3.8x vulnerability reduction), the actual cross-layer vulnerability of the protected system can be degraded (increased) by up to 30% for the selected benchmarks. Our analysis firmly suggests that only accurate methodologies for full-system vulnerability evaluation of a microprocessor can guide informed transient faults protection decisions either at the hardware or at the software layer.
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I. INTRODUCTION

The assessment of system vulnerability to transient faults (soft errors) employs different techniques, which vary in the design stage (early or late pre-silicon as well as post-silicon), the level of hardware accuracy, the assessment throughput, and the granularity of the evaluation [1]-[4]. Fault injection is the most commonly used method for reliability evaluation and can be performed at any level of abstraction: from the gate and the Register-Transfer Level (RTL) [5]-[8] to the microarchitecture [9]-[11] and the software [12]-[19]. By injecting faults in the accessible resources of each level’s model (gates, microarchitectural structures, architectural locations, or instructions), such approaches measure the probability for a fault to affect the execution of an application. Typically, software-level fault injection is fast but is practically hardware-agnostic since it can access only a very limited set of resources. Microarchitecture-level fault injection is slower but has complete access to most of the hardware resources that correspond to storage arrays (register files, buffers, caches, etc.). RTL fault injection can, in principle, access any logic gate or storage element but at this level it is impossible to perform full system vulnerability evaluation (including the user and the system software layers) because of the extremely low simulation throughput.

The most comprehensive way to measure the vulnerability of the entire system stack including the microarchitecture, the architecture, and the software layers (both user and kernel space) is to determine the Architectural Vulnerability Factor (AVF) of each individual microarchitectural structure during full program execution. The AVF of a hardware structure is the probability that a transient fault in it will affect the execution of the program [20] [21]; AVF can be measured either using analytical methods such as the Architecturally Correct Execution (ACE) analysis [20] or using fault injection [21]. AVF measurements provide useful insights for the vulnerability across the entire system stack at the expense of long simulation runs. In an effort to separate the effects of different layers, the concept of system vulnerability stack was proposed [22] [23]. Consequently, hardware designers can employ the Hardware Vulnerability Factor (HVF) to measure the microarchitecture-dependent portion of the AVF (the effect of hardware faults until an architecturally visible point is reached), while software designers can leverage architecture-level vulnerability evaluation (measuring the Program Vulnerability Factor – PVF) to quantify the microarchitecture-independent portion of the AVF [22]-[24]. Vulnerability estimation methods that operate at the software or at the architecture level of abstraction (assuming that the origin of a flipped hardware bit is a software or architecture visible location) are obviously significantly faster than detailed full-system AVF measurements which account for all the hardware bits. Because of their speed advantage, software level and architecture level vulnerability evaluation approaches have eventually become common practice. The assumption is that such approaches: (a) reasonably model the effect of hardware faults to the software layer (i.e., overall resilience evaluation), and (b) at least provide correct relative vulnerability comparisons [12]-[19], [25]-[30].
In this paper we challenge the validity of these fundamental assumptions on which multiple recent studies [12]-[19], [25]-[30] are based and simplistically employ software or architecture level injection to assess the effects of hardware faults and the effectiveness of fault tolerance schemes. This way, software designers, for example, use estimations derived from the software-level or the architecture-level assessment methods to harden their programs against hardware faults ignoring the underlying hardware. This very common simplification has never been quantitatively justified and, as we show in this paper, it leads to severe pitfalls that have not been reported before. While, in theory, the system vulnerability stack facilitates the measurement of the fault propagation (or masking) of each layer individually, it can create the illusion that this measurement can be performed independently to the other layers, and any change in any of the system’s components does not significantly affect the vulnerability of multiple layers. The vulnerability of the software may intuitively be considered independent of the hardware, but the actual hardware faults and the models that describe the propagation from the hardware to the software are not. Any software modification may alter the hardware access and utilization patterns (and thus, its vulnerability to soft errors) in such a way that the mix of fault manifestations that reach the software layer also changes dramatically. As a result, any effort to reduce the vulnerability of the software which does not consider the vulnerability of the underlying hardware may skew the analysis and lead to pitfalls in design protection.

As an example, Fig. 1 shows that while the cross-layer AVF analysis (on the right) for program sha reports that the vulnerability is dominated by Crashes and not Silent Data Corruptions (SDCs, i.e., output mismatches), the software-layer analysis (i.e., microarchitecture-independent) shows (on the left) exactly the opposite relation (SDCs are by far the largest contributors to the vulnerability). Note the different scales of the vertical axes; full-system vulnerability absolute values (right axis) are always much smaller than the software-only vulnerability ones (left axis). More importantly, while the cross-layer AVF analysis shows that qsort is almost two times more vulnerable than sha, the software-layer analysis shows completely the opposite: qsort is almost two times less vulnerable than sha.

Overall, this paper makes the following contributions:

1. We demystify, in the finest possible granularity, the impact of hardware faults all the way to the applications output. Our experimental analysis is based on two different Arm ISAs (Armv7 and Armv8), and two different out-of-order microarchitectures for each ISA (Cortex-A9 and Cortex-A15 for Armv7, and Cortex-A57 and Cortex-A72 for Armv8). This diversity of our analysis is important to demonstrate the fault propagation effects across different layers of the system stack on different ISAs and microarchitectures.

2. We present a comprehensive software-level and architecture-level (PVF) analysis of ten diverse workloads using the widely used approaches for both techniques, to quantify the measurement divergences when assessment stays at these layers compared to the full-stack evaluation (AVF).

3. We conduct a comprehensive HVF analysis of the major microprocessor structures to augment our analysis and pinpoint the sources of these divergences and the magnitude of error that higher-level vulnerability evaluation methods encompass.

4. We introduce a refined PVF (rPVF) analysis, which considers the underlying hardware vulnerability obtained from the HVF measurements. Our findings show that even the rPVF provides skewed results and opposite directions compared to cross-layer vulnerability.

5. To further support our claims about the pitfalls of software-level and architecture-level analysis, we employ a recent software-based fault-tolerance technique, which aims to detect hardware faults with very high probability. We demonstrate that although both the architecture and the software level measurements report significant improvement (reduction) of the vulnerability (by up to 3.8x and 3.3x, respectively), the full-system vulnerability of the new protected system can be actually degraded (increased) and is up to 30% higher than when the unprotected code is executed.

II. VULNERABILITY EVALUATION: CONCEPTS & DEFINITIONS

A. Concepts & Background

The Architectural Vulnerability Factor (AVF) is a reliability metric for microprocessor hardware structures that depends on the design (the microarchitecture of a microprocessor) and the workload (program structure and input data). AVF expresses the probability that a transient fault in a hardware (microarchitectural) structure generates a program-visible error [20]. AVF is technology independent and quantifies the full-system vulnerability, which includes both the phases of the fault activation and its propagation to the program output through the hardware and the software layers [31]. For instance, assume a fault in the physical register file of an out-of-order microprocessor. The hardware may use the fault in a speculatively executed instruction and then discard the result due to a pipeline flush. In such a case, the fault will not affect the execution of the program. But
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1 The FIT (failures in time) rate of a hardware structure $s$ can be calculated as $FIT(s) = AVF(s) \times FIT(bit) \times #Bits(s)$; FIT(bit) is a single bit’s failure probability (determined by technology and operational conditions). The FIT rate of the processor is the sum of the FIT rates of all structures.
even if the fault is activated and propagated to the software layer, the software algorithm may not, in turn, use the corrupted data (discard or overwrite the fault) and again deliver the same correct result. Therefore, faults can get masked at either the hardware or the software.

It is conceptually useful to separate the full system into layers and calculate the AVF based on individual vulnerability factors (also called derating or masking factors) of each layer, as shown in Fig. 2(a); this approach can potentially guide error protection approaches at individual layers, and was initially proposed by Sridharan and Kaeli as the System Vulnerability Stack [22]. A fault occurring at the hardware layer has a probability to reach the software layer (turn visible). A fault that is visible at the software layer has a probability of reaching the program output. In the full system stack, as shown in Fig. 2(a), a bit is assigned a vulnerability value at every layer to which it becomes visible. Therefore, the Hardware Vulnerability Factor (HVF) of a hardware structure is the fraction of faults in the structure bits that are either activated within the hardware layer or exposed to a higher layer. A hardware-visible fault is exposed to the user program once it reaches a software resource. The Program Vulnerability Factor (PVF) (which assumes that the origin of a fault is an architectural and not a microarchitectural structure, and thus, it is microarchitecture-independent) quantifies the architecture-level fault masking in a program [23] [24]. Thus, the PVF separates the microarchitecture-dependent portion of AVF from the software. A subsequent study of Fang et al. proposed an enhanced PVF analysis (ePVF) [32] suggesting that PVF can be also used to explain the error resilience behavior of a program independently of the microprocessor. Moreover, the authors in [33] propose an extension to PVF, which considers the shared resources between multiple threads. These studies employ ACE analysis [20] for the AVF and PVF calculations, which aims to profile the data lifetime inside the hardware structures and quantify their exposure to estimate the vulnerability. In contrast to fault injection, ACE does not provide fine-grained insights on the fault effects and is known to be pessimistic (does not provide fine measurements than the correct full system AVF). Therefore, we employ fault injection at all levels of abstraction to deliver statistically significant measurements.

Along the same lines and at one level higher, software-level reliability measurement approaches inject faults (bit flips) either at the source or intermediate code, or at the assembly or machine code (and not at any microarchitectural or architectural structure). Such approaches are widely used to explain the error resilience behavior of a program independently of the microprocessor. Thus, in software-level injection approaches, the origin (starting point) of the fault is an instruction (operand or operation). Software-level vulnerability evaluation methods report what we will refer to as the Software Vulnerability Factor (SVF) to distinguish it from the PVF. This means that the PVF considers that the fault exists in the architectural structure (for example an architectural register) until it is overwritten, while the SVF considers instantaneous faults only when a single instruction is executed, and under no circumstances SVF can take into consideration the kernel instructions that can be executed during program execution. Overall, if a fault eventually becomes visible at every layer of the system (microarchitecture, architecture, software, and the output of the executed program), it contributes to the full system stack vulnerability (AVF in Fig. 2(a) and Fig. 2 (b)). This end-to-end probability expresses the cross-layer vulnerability that is considered the ground truth.

By separating the full-system stack vulnerability into layers, software designers attempt to pinpoint the vulnerability of different segments of the program by employing fast PVF or SVF estimation techniques (since both are supposed to be microarchitecture independent) in order to gain insights for the implementation of application-specific fault-tolerance mechanisms [35]-[38]. However, a modification in the software will certainly alter the hardware access and utilization patterns (and thus, its vulnerability) in such a way that the mix of fault manifestations that reach the software layer also changes dramatically. Therefore, as we show in the rest of the paper, any effort to reduce the vulnerability of a system that is guided by a PVF-only or SVF-only analysis on a fixed hardware design, may lead to the opposite result: a system that is eventually more vulnerable to soft errors than the original. In the next sections, we show that in many cases both the PVF and the SVF provide the opposite vulnerability measurements than the correct full system AVF and even when a program is hardened to tolerate soft errors, the real vulnerability of the program is also very likely to be increased.

B. Definitions & Hardware Fault Modeling

Program Vulnerability Factor (PVF) quantifies the architecture-level fault masking inherent in a program. According to [23], a software resource is defined as any independently addressable architectural structure. Thus, a flipped bit can occur in any architectural resource, which may or may not be used by the program. However, this concept, as it has been initially defined and as subsequent PVF-based studies consider (e.g., [27]-[30]), raises several issues that cannot not be clearly defined, especially for memory structures. The existence of virtual memory, for example, makes PVF definition even more complicated. Memory is indirectly accessed by the software, typically involving a hardware translation mechanism and operating system support. A question that comes up is: which portion of the virtual address space should be considered as an architectural resource? The mapped one or the entire virtual address space (which is the one directly addressable)? For the
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**Fig. 2.** System vulnerability stack and the vulnerability factors considered in this paper. The vertical arrows represent the fault propagation from its origin to where it becomes visible.
mapped part, multiple addresses can correspond to the same hardware structure, and others can be temporarily mapped to peripheral devices. From the HVF point of view, any valid cache line is an architectural visible resource as long as the same line is not valid on a higher cache level. However, an eviction caused by the microarchitecture can immediately change this condition, and a fault that was characterized as software visible can turn software invisible. This is a major concern that, by definition, higher-level vulnerability evaluation methods cannot handle. To this end, in an effort to clearly define and evaluate the PVF-based and SVF-based experiments, we consider the following definitions in the context of this study.

For the PVF measurements, we consider the concept of dynamic instruction flow, which we will refer to as the program flow. Program flow includes a subset of the software resources limited to those resources that are being used by the program, including any kernel operations which are executed along with the user program. This applies to both registers and memory. The program flow consists of: (i) the decoded instruction and its operands, (ii) the data transactions in both the registers and the memory, (iii) the program instruction order, and (iv) the execution time of each instruction (allows the monitoring of performance deviations). Therefore, an architecturally mapped register which is not used by the specific program and it does not participate in the program flow is not considered software visible, although it is part of the architectural state. Software masking can then be defined as the probability that a fault which was involved in the program flow is eventually masked by the program. For the rest of this document, we will consider as Program Vulnerability Factor (PVF) the following formula: $PVF = 1 - \text{Software Masking}$.

For the SVF measurements, we consider the same concept of the program flow, as it is described before, but without considering any kernel operations executed along with the user program, since SVF methods do not take this into account (see Fig. 2). Note that in Fig. 2(b) the SVF is shown to be a subset of PVF, in the sense that SVF lacks the ability to take into account the kernel operations and considers instantaneous faults only when a single instruction is executed. This scenario is completely equivalent to all SVF-based studies (e.g., [12]-[18]). For our SVF measurements we use the LLFI fault injection tool [16]. LLFI is a fault injector which reports SVF measurements and has been widely used in SVF-based and fault tolerance studies (e.g., [15], [39]-[42]). On the complementary hardware side, we define as HVF the probability that a fault on a hardware structure reaches a visible point of the architectural visible resource, i.e., the fault is either activated within the hardware layer or is exposed to a higher layer. For both PVF and HVF calculations (as well as the full system AVF calculations), we use the exact same infrastructure (see details in Section III.B).

III. EXPERIMENTAL METHODOLOGY & SETUP
A. Fault Propagation Models & Fault Effect Classification

Reliability evaluation through fault injection at either the hardware or the software layers, is based on injecting faults (bit flips to model transient faults) and experimentally observing their effect on program execution. It is, therefore, important to model the way that faults propagate from the hardware layer and manifest to the software layer. For this purpose, we employ a set of mutually exclusive Fault Propagation Models (FPMs) listed in Table I. The FPMs practically define the interface between the hardware and the software in fault propagation and can potentially isolate the software layer from the knowledge of the underlying hardware. We adopt the fault propagation models from [43] [44], but reduced to four groups, shown in Table I. We merge the corruptions in the immediate and the operand fields in the same FPM class (Wrong Operand or Immediate – WOI), since both are faults in the operand bits of an instruction [43]. Similarly, instruction replacements and control flow errors are merged in the same FPM (Wrong Instruction – WI), as they both are faults that can lead to the execution of a different/wrong instruction. Since hardware and software layers are complementary in the system vulnerability stack, the FPMs, which correspond to the input of software layer are also the fault effect classes of the hardware layer. A hardware fault that reaches the software will belong to one and only one of these classes. In practice SVF-based and PVF-based evaluation methods in the literature consider only the Wrong Data (WD) fault propagation model (e.g., [12]-[19], [27]-[30]), although W1 and W0I can be also modeled in PVF-based evaluations. Our analysis reveals, for the first time, a critical conceptual gap in the system vulnerability stack concept which is related to these FPMs.

As Table I shows, there is a separate FPM class “Escaped” (ESC). The name of the class is intentionally used to represent the effect of all faults that hit (a part of) the application output that is exposed in a hardware structure (a cache for example) but will not pass any more through the microprocessor, i.e., the program flow. Such faults most certainly corrupt the output (there is no further masking opportunity) and can never be considered at the SVF or PVF analysis. This is a major pitfall of SVF-based and PVF-based techniques which can also lead to inaccurate measurements, because it is not possible for these techniques to take into consideration the class of ESC faults which, as we show, is of significant magnitude. As an example, assume that a program writes a 16KB memory region which gets corrupted (a bit flip occurs) at a cache level.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>FPM</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WD</td>
<td>Wrong Data</td>
<td>The correct resource was used, but the content of the resource (register or memory word) is corrupted.</td>
</tr>
<tr>
<td>WI</td>
<td>Wrong Instruction</td>
<td>A different instruction was executed compared to the original program flow. This includes both corrupted Opcode as well as incorrect instruction fetching (PC corruption).</td>
</tr>
<tr>
<td>WOI</td>
<td>Wrong Operand or Immediate</td>
<td>One or more instruction operand fields were corrupted. This includes register pointers or immediate values.</td>
</tr>
<tr>
<td>ESC</td>
<td>Escaped</td>
<td>Faults that corrupt the program output without ever reaching the software layer.</td>
</tr>
</tbody>
</table>
and then this region (with the corrupted data) is mapped and accessed through a DMA (Direct Access Memory) device. When a peripheral device accesses this chunk, the corrupted data will not pass again through the program trace (i.e., the pipeline) but will certainly corrupt the output. This effect neither will be captured nor can be modeled by SVF and PVF (and corresponds to the ESC model in our analysis). The system vulnerability stack concept fails to capture this scenario (where a fault that is exposed at a lower layer can directly corrupt the output without the interference of the higher software layer). Our experimental results show that the ESC FPM accounts for up to 62% of the overall effects.

Any fault injection campaign, regardless of the abstraction layer, assumes that the origin of faults may have an effect on the eventual output of the program. We classify the effect on the program output into the following fault effect classes (typically used in all fault injection studies at any layer):

Silent Data Corruption (SDC): Simulation finished normally, but the program output was different than the fault-free simulation, without any observable indication.

Crash: A simulation that neither reached the end of the workload nor finished within a certain amount of time, because it was disturbed by a catastrophic event. As a result, no program output was produced. The crash may refer to a process crash, a system crash (kernel panic), deadlock or livelock situations.

Finally, when the simulation was executed with no deviations from a fault-free execution, the injected fault is categorized as a Masked fault. This means that the fault did not affect the system or the application in any observable way.

B. Fault Injection Frameworks

For our AVF, HVF and PVF measurements we resort on microarchitecture-level simulation using gem5 [45]. Unlike lower-level simulation models (e.g., gate and RTL), gem5 allows deterministic end-to-end execution of large workloads on top of an operating system, i.e., full system analysis which is impossible at lower levels. Further, injection on RTL models [4] would marginally augment our analysis with combinational logic vulnerability, since logic has very low raw failure rates compared to storage elements, which are the basis of this study [46]. We, therefore, employ GeFIN [9] [34], which has been developed and extended to support fault injection campaigns for AVF, HVF, and PVF calculations. GeFIN is a state-of-the-art microarchitecture-level fault injection framework built on top of the gem5 [45]; the most widely used cycle-accurate full-system simulator. The fault-injection framework consists of a modified gem5 version that allows fault injection along with instrumentation for running and controlling simulation campaigns on full-system setup [9] [34] [47].

Fig. 3 shows the simulation timeline on GeFIN for the HVF and PVF measurements. The fault-free simulation period represents the interval from the beginning of the application until the injection of the fault. After the fault is injected, the simulation continues until the fault becomes visible in the software execution. This corresponds to the cycle in which the first instruction affected by the fault commits to the architectural state. After that moment, the fault can be considered to have propagated to the software. On the other hand, for the SVF measurements we need to resort on a software-level fault-injection tool. For our SVF experiments we use the popular LLFI fault injector [16], which allows fault injection directly into program variables or statements at the LLVM compiler’s intermediate representation (IR) level (it has been shown that IR-level and assembly-level injections deliver very similar results [57]).

C. Experimental Setup

For the needs of this study, we resembled four different out-of-order Arm microprocessors: (i) Cortex-A9, (ii) Cortex-A15, (iii) Cortex-A57, and (iv) Cortex-A72. The first two models implement the Armv7 ISA, while the other two implement the Armv8 ISA. The most important simulated hardware parameters of each considered microprocessor model are shown in Table II. Of course, there are several more configuration parameters we model in the different simulated microprocessors such as: cache configurations (associativity, miss buffers, latencies), branch prediction unit configurations, functional units, latencies, etc. All these constitute different microarchitecture configurations and resemble the actual differences between the mentioned configurations. They affect performance and utilization/access patterns of the injection target components, and thus, can affect vulnerability. The reason of having multiple configurations (different ISAs and microarchitectures) is to showcase that although we are using the exact same source workloads, which would suggest having exactly the same PVF and SVF among different microarchitectures of the same architecture (according to their definitions), the actual full-stack vulnerability is different and more than often not in an obvious way.

For the purposes of this study, we present results targeting five important hardware components: integer physical register file (RF), load and store queue (LSQ), L1 instruction cache (L1I), L1 data cache (L1D) and L2 unified cache (L2). Note that, there is no L3 cache in any Arm-like microprocessor of this study. We estimate that these memory array structures occupy more than 93% of the chip’s SRAM area and are, therefore, the largest contributors to the vulnerability of the entire chip [48]. The SVF experiments using the LLFI were performed natively (not in simulation) on top of an Arm Cortex-A72-like machine (Ampere® eMAG® 8180 [49]) since LLFI supports only 64-bit ISAs. Therefore, the comparisons among AVF, PVF and SVF will be only on the 64-bit Armv8, while the comparisons between AVF and PVF will be on both Armv7 and Armv8.
We employ a diverse set of 10 workloads from the MiBench benchmarks suite [50]. The suite is commonly used in reliability studies [9] [34] [47] [51]-[55], as it combines realistic benchmarks with reasonable execution (thus simulation) time and facilitates complete end-to-end executions for the thousands of fault injections required in such a comprehensive analysis. The suite also includes programs from diverse application domains that have similar data and control flow characteristics with SPEC benchmark suite [56]. For each of the five components, 2,000 single-bit faults were randomly generated following the uniform distribution as defined in [21], resulting in 400,000 faults for all 10 benchmarks and the 4 different microarchitectures. For the SVF experiments using the LLFI we also performed 2,000 fault injections for each program. We follow the widely adopted formulation of [21] for the statistical fault sampling calculations; our 2,000 fault samples correspond to 2.88% error margin with 99% confidence level.

IV. QUANTIFYING VULNERABILITY AT ALL LAYERS

In this section, we first pinpoint the coarse-grained inaccuracies that higher-level vulnerability evaluation methods introduce. We present architecture-level vulnerability results (PVF) by employing GeFIN and we further expand our analysis by also providing SVF estimations using the LLFI injection tool and present a comprehensive comparison among AVF, PVF and SVF to show the wider view of the pitfalls that PVF-based and SVF-based analyses can lead to. We finally show that even considering the underlying hardware vulnerability, higher-level methods fail to capture the actual vulnerability trends.

A. AVF, PVF, and SVF Vulnerability Evaluation

Fig. 4 shows the PVF and SVF estimations for Armv8 and the correct full system stack AVF values (for Arm Cortex-A72 in this case for a fair comparison of all three cases) for the two fault effect classes and for each benchmark. To comprehensively aggregate the detailed results of AVF and compare them to the SVF and PVF estimations, since AVF is calculated per hardware structure, we weight the AVF of each benchmark across the five structures. To account for the different hardware structure sizes, instead of calculating the straightforward arithmetic mean of the AVFs of the benchmark for the different structures, we weight the AVFs with the size (number of bits) of each structure (this AVF weighting is equivalent to the FIT rate calculation of the entire microprocessor by considering the different component sizes – see footnote in the second page). Thus, smaller hardware structures will have a smaller impact on the benchmark’s AVF compared to larger ones. PVF results for cjpeg and djpeg are not shown because the instrumentation of these codes in LLFI was failing, and thus, we could not run these workloads on LLFI. Note that the PVF/SVF and AVF values (y-axes) are at different scales because it is important to see the correlation trends and not to compare the actual vulnerabilities. As shown in Fig. 4, in several cases the vulnerability estimation results obtained through PVF and SVF lead to opposite relative results between benchmarks both in terms of the total vulnerability and in terms of the magnitude of each individual fault effect class.

First, there are 13 benchmark pairs (out of the 45 total pairs among the 10 benchmarks) whose PVF and SVF show the opposite vulnerability relation between the benchmarks of a pair than the AVF (the actual cross-layer vulnerability). See, for example, the fft and qsort benchmarks (the leftmost green dotted rectangle on each graph). While the full system AVF shows that qsort is almost two times more vulnerable than the fft, the SVF and PVF show exactly the opposite: fft is significantly more vulnerable than qsort. Similar observation between rijndael and sha, between sha and corner, and so on. Table III shows the frequency of these opposite relative vulnerability comparison regarding the total vulnerability of programs (“Total” column), between PVF and AVF, SVF and AVF, and between SVF and PVF. Note that, as we discussed in section II.A, PVF and SVF evaluations are assumed to be microarchitecture independent, and thus, different microarchitectures (of the same architecture) provide similar results. However, we also conduct the PVF experiments for Armv7 and we found that also between similar architectures (e.g., Armv7 and Armv8) their PVF is very close to each other. As we discussed, LLFI does not support 32-bit architectures, and thus, we cannot conduct SVF evaluations on Armv7.

Second, in Fig. 4 we can also observe that there are more than a few cases in which PVF and SVF shows that SDC

<table>
<thead>
<tr>
<th>TABLE II. BASIC SIMULATED HARDWARE ARCHITECTURE PARAMETERS OF EACH CONSIDERED MICROPROCESSOR MODEL.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>ISA</td>
</tr>
<tr>
<td>Pipeline Stages</td>
</tr>
<tr>
<td>L1 I/D</td>
</tr>
<tr>
<td>L2</td>
</tr>
<tr>
<td>ROB</td>
</tr>
<tr>
<td>LSQ</td>
</tr>
<tr>
<td>IQ</td>
</tr>
</tbody>
</table>

Fig. 4. PVF and SVF estimations and the full-system stack AVF probabilities (for Arm Cortex-A72) for each fault effect class.
fault effect is the dominant fault effect class, while AVF shows the opposite trend. Assume for example the smooth benchmark (the rightmost green dotted rectangle on each graph), in which we can see that although PVF and SVF show that the dominant fault effect is the SDC class, AVF shows that Crash fault class is the dominant one. Similar observations exist also on all ISAs and microarchitectures used in this study, as Table III shows in “Effect” columns.

B. Considering the Underlying Hardware Vulnerability

Although the PVF and SVF can probably deliver useful information on how faults propagate through software, it still remains unknown how and which of the FPMs constitutes the greatest hazard for the software, i.e., how likely is it for hardware faults to manifest as any of the FPMs and reach the software? In this subsection, we demonstrate how the lack of the underlying hardware information can mislead protection decisions. As the FPMs correspond to the outcome of the HVF estimation, it is not possible to estimate what is the probability of each FPM without performing a detailed HVF analysis. We cover this missing part of the fault propagation inside the full system stack by demonstrating that the FPMs magnitude can highly vary among different applications, which is a major factor that distorts PVF and SVF estimations.

Fig. 5 presents the HVF results for four of the five important components of Cortex-A9 and Cortex-A15 (similar observations in this section are valid for the other two processor models). As we can see in Fig. 5, in the Register File and the L1 Data Cache the WD FPM is the dominant one. This is in line with the typical PVF and SVF results in Fig. 4, in which it is clear that the reason that PVF and SVF provide very high SDC vulnerability, is because typical PVF and SVF analysis (which only considers WD; see Section III.A) are based on fault injection on limited architectural visible resources, such as the architectural register file and loaded/stored data in memory (e.g., [27]-[30]). However, in Fig. 5 we can also see that the other components (including the LSQ which is not shown) have very high WI, WOI and ESC FPM rates. Typical PVF-based or SVF-based estimations do not quantify and do not take into consideration any of these models, which significantly affect the total vulnerability of the program (the ESC class, by definition, cannot be considered). In practice, when only the WD FPM is considered, the fault origin is only considered to be a used (architectural) register and loaded/stored data from memory and the contribution of WI and WOI, which is significantly high as we see, is completely ignored.

This widely used approach, under no circumstances, can be assumed to reproduce the actual effect of hardware faults to the program execution, especially through an SVF-based estimation. Moreover, the graphs show that there are significant differences between the two microarchitectures regarding the impact of each FPM on the total vulnerability. This is another important observation that PVF-based and SVF-based methodologies are not able to take into consideration for the program vulnerability evaluation. The PVF, and of course the SVF (as a subset of PVF, since SVF cannot take into consideration kernel operations during the program’s execution), of the same ISA but on different microarchitecture is assumed to be the same (i.e., microarchitecture-independent); this is not true.

To further investigate this pitfall and the impact of the distribution of FPMs on the program’s resiliency, we use the size of each hardware component as a weighting factor to further calculate the weighted FPM distribution of each microarchitecture, as shown in Fig. 6. The Escaped FPM is now included in the calculation because it is an HVF fault effect class, although it is impossible to model it as an FPM during PVF or SVF. Fig. 6 clearly shows how severe the effect of the Escaped FPM can be; it is estimated to be up to 62% at the HVF (on average 29% across the benchmarks).
PVF reports the pitfalls of the PVF analysis and the contributions coming from the HVF experimentation can calculating the rPVF is to understand findings different programs vulnerabilities why typical PVF analysis (which only considers the WD architecture) having the underlying hardware information of faults propagation effects. Moreover, we can see that the Escaped FPM significantly varies between benchmarks. Therefore, it is clear that a very large vulnerability measurement error is introduced to higher-level approaches because they cannot consider the ESC FPM. Another clear conclusion from Fig. 6 is how the hardware itself (i.e., microarchitecture) can affect the FPM distribution. Therefore, it is impossible to accurately analyze the vulnerability of a program for hardware errors without having the underlying hardware information of faults propagation effects. Overall, we have measured the magnitude of the two factors that affect the FPM distribution (and consequently the accuracy of high-level measurements): the microarchitecture and the workload.

V. rPVF: A Refined PVF Analysis

In this section we first consider all FPMs that can reach the software layer (WD, WOI, WI) in an effort to explain why typical PVF analysis (which only considers the WD FPM) delivers these diverging results when comparing different programs vulnerabilities. We then combine these findings with the previous section in order calculate the refined PVF (rPVF) measurements using the actual FPM distributions as they are measured by the HVF analysis (of course ESC FPM class is not included). The purpose of calculating the rPVF is to understand whether the FPMs distributions coming from the HVF experimentation can remove the pitfalls of the PVF analysis and the opposite trends that PVF reports compared to AVF.

A. PVF per Fault Propagation Model

To calculate refined PVF values when taking into account WOI and WI FPMs (not only WD), we have extended the simulator (again using the full-system setup with OS) to inject faults (2,000 faults for every FPM) to all architecturally-visible locations to quantify the complete program vulnerability. This allows the employment of the same gem5-based infrastructure for the PVF, HVF and AVF estimations, for accurate correlation. Fig. 7 shows the calculated PVF for the three FPMs categorized by each fault effect class. Among the three FPMs, WD has the largest variability among the workloads, while the WOI and especially the WI are more uniform and have a narrower vulnerability range. As we discussed, WD is the most commonly used in PVF-based estimation methodologies (e.g., [27]-[30]). However, we can observe that WOI and WI provide a high rate of Crash effect (unlike WD which mostly leads to SDCs), which could potentially contribute to the typical PVF estimations (in which only WD model is considered), and thus, to improve the opposite trends for the dominant fault effect class that typical PVF provides.

B. Consolidated rPVF for all ISAs and Microarchitectures

In order to quantify the level of inaccuracy in the results that do not consider either all the FPMs or their distributions, we provide a refined PVF analysis (rPVF) for all ISAs and microarchitectural configurations, which considers the actual FPM distribution (Fig. 6). In Fig. 8 we can see the rPVF results (left diagram) which uses the output of the HVF estimation (weighted by the size of each hardware structure) of each microarchitecture, and also the cross-layer AVF results (right diagram). Unfortunately, even this refined PVF calculation (which is weighted by the FPM distribution, and thus, takes into account the different probabilities of fault effects that are propagated to the software layer) provides very similar values for each fault effect class and the total vulnerability for all microarchitectures and all but one benchmark, while the cross-layer AVF results show that (apparently) the vulnerability estimation is significantly different on different microarchitectures (benchmarks which are not shown have exactly the same trend). Only djpeg shows a marginal difference for rPVF between different microarchitectures. However, some benchmarks, such as fft, present virtually no difference among different microarchitectures (this in line with typical PVF).

In addition to the FPM distribution, the HVF estimation that precedes the PVF estimation for rPVF can be used to further refine the results towards the actual AVF estimation and it is clear from Fig. 8 that the balance between SDC and

---

**Fig. 6. Distribution of Fault Propagation Models across all studied microarchitectures.**

It is important to highlight how the FPM distribution can vary depending on the workload. For instance, we can see that in qsort, WD is the dominant FPM that comes from the hardware layer (>70% probability) while on the other hand, for sha benchmark it has <12% probability to occur. Moreover, we can see that the Escaped FPM significantly varies between benchmarks. Therefore, it is clear that a very large vulnerability measurement error is introduced to higher-level approaches because they cannot consider the ESC FPM. Another clear conclusion from Fig. 6 is how the hardware itself (i.e., microarchitecture) can affect the FPM distribution. Therefore, it is impossible to accurately analyze the vulnerability of a program for hardware errors without having the underlying hardware information of faults propagation effects. Overall, we have measured the magnitude of the two factors that affect the FPM distribution (and consequently the accuracy of high-level measurements): the microarchitecture and the workload.

**Fig. 7. PVF estimation for Wrong Data (WD), Wrong Operand or Immediate (WOI) and Wrong Instruction (WI) FPMs.**
Crash fault effects is significantly changed compared to typical PVF estimations (see Fig. 4). A significant portion of the difference between PVF and rPVF is attributed to the different microarchitectural configurations. Even though most of the workloads report similar results, it is evident that the ISA and microarchitecture can affect the PVF estimation results as the balance of the FPMs can vary. It should be highlighted that the attributes that can affect the actual architecture layer (PVF) estimation include both the hardware configuration and the ISA. Any methodology that does not consider one of these factors (along with ESC fault that, by definition, cannot be considered) holds a source of inaccuracy that can lead to pitfalls.

VI. HARDWARE-AGNOSTIC ESTIMATION AND DECISIONS ABOUT FAULT-TOLERANT APPLICATIONS

Several software level fault injection techniques, which aim at even more abstract layer than the architecture layer (i.e., PVF), allow developers to reason about error resilience (e.g., [12]-[18]). To this end, there are numerous works that propose the use of a universal architecture layer, such as LLFI [15] [16] [57]. Unlike architecture-level fault injection, where the estimation can consider a subset of the software resources (limited to those that are actually being used by the program, including any kernel operations executed along with the user program), software-level fault injection frameworks, such as LLFI, target an intermediate abstract layer without considering kernel operations, in order to assess the hardware fault effects (as described in Section II.B). In this section, we employ a recent software-based fault tolerance technique, which aims to detect hardware faults with very high probability (in particular those that lead to SDCs) to conduct a case study about the vulnerability differences. Our case study shows that although the fault-tolerant implementation can significantly reduce the vulnerability of the application when it is evaluated through software-level (SVF) or architecture-level (PVF) techniques, the true cross-layer (AVF) vulnerability may increase along with the execution time of the fault-tolerant application which is apparently increased as well.

A. Hardware Vulnerability Dependence

In the previous sections we demonstrated how the vulnerability measurements of different applications strongly depend on the underlying microarchitecture which cannot be ignored. However, the hardware vulnerability analysis (HVF) or cross-layer (AVF) vulnerability analysis are time-consuming processes, which (at least) the software developers are not willing to integrate in their assessment. Especially when considering that the application of software-based fault-tolerance techniques would require several iterations and re-evaluations of the vulnerability and that the hardware vulnerability must be performed in multiple hardware structures. Changes in the software, however, significantly affect the cross-layer vulnerability (AVF), and consequently the program vulnerability, primarily because the HVF will be affected, and thus, the FPM distribution that is delivered from the hardware. However, when a software designer considers to apply a software-based fault-tolerance technique, finer-grained results are necessary to pinpoint what fault effect is the most severe for an application (SDC or Crash), and thus, to apply the most suitable software-based fault-tolerance technique, since usually software-level error protection against SDC or Crash require completely different code modifications.

To pinpoint the pitfall of PVF and SVF in this respect in a more readable way, in Fig. 9 we show the AVF, PVF, and SVF results, separately for the two fault effect classes: Crashes and SDCs. As we can see in Fig. 9, Crashes and SDCs also present opposite trends between AVF and PVF/SVF, as in the total vulnerability we presented previously in Fig. 4. Consider for example the sha and smooth benchmarks. While the AVF shows that these benchmarks primarily suffer from Crashes, the PVF and SVF show the opposite trend, i.e., it primarily suffers from SDCs. Therefore, leading by PVF or SVF results, we would incorrectly conclude that if a fault hits the microprocessor, there is a high possibility for the application to produce an SDC rather than a Crash. Apparently, a software designer would mistakenly decide to protect these applications against SDCs. Similarly, based on the PVF and SVF results, the SDC probability of sha and smooth is the highest one compared to all other benchmarks that also provide opposite trends. Therefore, a designer would decide to apply a software-based fault-tolerance technique to protect these benchmarks from hardware faults leading to SDCs, although the actual AVF shows that they are among the less vulnerable ones, especially regarding the SDCs. To this end, sha and smooth benchmarks are perfect candidates to conduct our case study, to demonstrate the dramatic impact of these pitfalls in the next subsection.

B. Case Study: Software-Based Fault Tolerance

We conduct a case study using the sha (Fig. 10) and smooth (Fig. 11) benchmarks in order to demonstrate that if
we were based on the results provided either from PVF or from SVF analysis, not only would we protect the wrong application (a robust one), but also, we would apply a protection scheme for the wrong fault effect (SDC instead of Crash). Our case study resembles as much as possible a state-of-the-art software-based fault tolerance method, which aims to harden programs against SDCs caused by soft errors [35]. We chose this fault-tolerance technique, because (1) it combines two popular approaches: the AN-encoding [58] [59] and duplicated instructions [37], (2) it provides very high probability for SDCs detection, and (3) it contains sufficient detail for reproduction with a reasonable accuracy (the source implementation of the method is not available).

By applying this technique, as it is expected, the execution time of the software-based fault tolerance implementation of sha has been increased by 2.1x and for smooth has been increased by 2.5x, i.e., a significant performance and energy penalty is paid (depending on the benchmark the technique increases the execution time by 2x to 4x [35]). In Fig. 10 and Fig. 11 we present our experimental results for sha and smooth, respectively, and for both the unprotected ("w/o" label) and protected ("w/" label) application. Note that the applied technique aims to detect hardware faults at the software level, and not to recover from them. Since our focus is not on proposing or evaluating fault-tolerance and recovery methods, the faults that are detected by the technique (shown with gray color in Fig. 10 and Fig. 11) are not considered in the total vulnerability of the fault-tolerant implementation, in which only the SDC and Crash fault effects are considered. The reason is that since a fault is detected, it can also be corrected by applying a recovery technique (such as a re-execution).

Fig. 9. Fine-grained Crash and SDC vulnerability across software-layer (SVF), architectural-layer (PVF), and cross-layer (AVF).

Fig. 10. Fine-grained results for PVF, SVF and AVF of Arm Cortex-A72 for all five hardware structures used in this study for the sha benchmark with the fault-tolerant implementation (w/) and without the fault-tolerant implementation (w/o).
the user program, so that it would be able for the software-based fault tolerant technique to detect it, is extremely low. Therefore, a software-based technique can only protect a (likely negligible) subset of the whole execution space. This is a very important aspect, which neither software-level fault injection nor software-based fault-tolerant techniques can model and evaluate.

VII. RELATED WORK & DISCUSSION

Particle accelerators have been used for many years to measure and study the reliability of devices and applications [1] [60]. In [61]-[64] authors present beam experimental data on embedded Arm Cortex-A9, propose hardening solutions, and discuss the impact of the presence of an operating system in the application and device reliability. The reliability estimation of particle beamning can be considered very precise in the reported system-level FIT rates; however, it is limited to deliver coarse-grain system-level observations and no insights on the root causes of the failures. FPGAs have been also used for prototyping and reliability analysis of designs. Several fault injection frameworks have been presented for both Xilinx and Altera FPGAs [65]-[67]. The advantage of FPGA-based reliability assessment is the high throughput and level of accuracy. However, the circuit level detail requires the availability of a complete design, which can only be available on late design stages.

On the other hand, there are many methodologies in the literature that can be used to estimate, predict, or measure the reliability of a system at early design stages before the actual silicon comes in place and only models are available. These approaches vary in the level of detail (and accuracy), the required time for the estimation as well as the design time or lifetime stage at which they are available. There are two abstraction layers of the microprocessor design that can be used to evaluate its reliability at early design stages: Register Transfer Level (RTL) and microarchitecture-level models. The RTL model is the actual hardware design at almost full detail, while the microarchitecture-level model is a more abstract implementation of the design. Both allow high levels of observability and are available during the design cycle; microarchitecture-level models are available very early in design stages, while RTL models are available very late just before design signoff. These models of a microprocessor allow overcoming the limitations induced by using silicon prototypes, such as the lack of observability. But on the other hand, early design stage models suffer from other issues, which can be attributed to limited throughput and potential inaccuracies. These two drawbacks are inversely proportional: the higher the accuracy, the worse the throughput and vice versa. Cho et al. [4] quantify the levels of inaccuracies between RTL and higher-level models (microarchitecture, architecture and software layer) and analyze the sources of these inaccuracies. However, this work entirely excludes all SRAM arrays of the microprocessor (register file, buffers, caches, etc.) which are considered protected. This is not a realistic assumption in most commercial microprocessors where several of the SRAM arrays can be left unprotected (e.g., the Samsung Exynos 5250, which is an Arm Cortex-A15 design [68], comes without any ECC protection scheme [69]). Particularly, at the microarchitecture-level, injections were only performed on logic gates, which have a very low raw failure rate (typically more than three orders of magnitude lower than the SRAM cells [46]) and random sequential elements. At the architecture-level injections were performed on architectural registers, and at the software-level injections were performed on variables. Moreover, [4] evaluates only a subset of fault effects. Our work complements the landscape of cross-layer vulnerability assessment and reveals pitfalls related to the microarchitecture, architecture, and software layers.

Multiple methodologies can be applied at different abstraction layers, during different periods of a system design or its lifetime. These methodologies are complementary to each other and all can contribute at a different level on aiding correct design decisions. Unfortunately, it remains unclear which of these techniques are closer to the ground truth and how they relate to each other; due to the high complexity, even the comparison of them is a real challenge. However, most of the research community focuses on architecture-level (PVF) and software-level (SVF) analysis to provide the full system’s vulnerability because it can be performed very fast (compared to RTL or microarchitecture-level models) and can analyze very long-execution workloads. To this end, several studies have been presented that focus on detecting hardware faults by monitoring the software behavior [70]-[77]. Architecture-level and software-level evaluation tools are widely used to assess systems at native speeds [12]-[19], [25]-[30], [57]. Although these techniques allow fast assessment on long workloads, they completely fail to capture the underlying hardware vulnerability as the starting point of the experiment (origin of fault) is a corrupted instruction or the program flow (not a micro-

Fig. 11. Fine-grained results for PVF, SVF and AVF of Arm Cortex-A72 for all five hardware structures used in this study for the smooth benchmark with the fault-tolerant implementation (w/) and without the fault-tolerant implementation (w/o).
architectural structure). Therefore, they can deliver similar vulnerability estimations on different hardware platforms of the same ISA. In this paper we have shown that although PVF and SVF studies seem to be useful for improving the reliability on the software side, they come with pitfalls on the vulnerability estimation of a system when software engineers are based on these results to develop fault-tolerant or other mitigation methods for their software.

Per our comprehensive analysis, these pitfalls of any partial measurement of the AVF (i.e., SVF or PVF, even in refined forms) can lead to protection decisions that can degrade reliability. Since the complete full-system AVF measurement remains the only valid guide to correct and cost-effective protection approaches against transient faults, the fast and accurate delivery of complete end-to-end AVF ratings of processors and workloads is of paramount importance. To this aim different paths should be followed individually or combined: (a) microarchitecture-level analytical approaches such as ACE should significantly improve the accuracy while retaining their speed advantages along the lines of [78], (b) microarchitecture-level fault injection AVF approaches should further improve their throughput while retaining their already accurate measurements along the lines of [9] [11].


dibles from the architectural layer or at the software level, delivers distorted results which can subsequently lead to design pitfalls. Our results show that when two different programs are compared through fault injection at the software or the architectural layer, their actual vulnerability is very often measured to be the opposite of what the correct full system analysis reports. We analyzed in detail the reasons of this phenomenon and pinpointed the critical weaknesses that vulnerability evaluation at the architectural or software layer have. We show how the PVF (or even a refined PVF supported by hardware statistics) and the SVF estimations can deliver contradicting results against the full-stack AVF and that decisions taken to reduce PVF or SVF can, in fact, degrade reliability, i.e., increase the AVF.


