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Abstract—The introduction of Transformer neural networks
has changed the landscape of Natural Language Processing
during the last three years. While models inspired by it have
managed to lead the boards for a variety of tasks, some of the
mechanisms through which these performances were achieved
are not necessarily well-understood. Our survey is focused mostly
on explaining Transformer architectures through visualizations.
Since visualization enables some degree of explainability, we
have examined the various Transformer facets that can be
explored through visual analytics. The field is still at a nascent
stage and is expected to witness dynamic growth in the near
future, since the results are already interesting and promising.
Currently, some of the visualizations are relatively close to
their original models, whereas others are model-agnostic. The
visualizations designed to explore the Transformer architectures
enable some additional features, like exploration of all neuronal
cells or attention maps, therefore providing an advantage for this
particular task. We conclude by proposing a set of requirements
for future Transformer visualization frameworks.

Index Terms—Natural Language Processing, Transformers,
BERT, Attention Maps, Visualization of Neural Networks

I. INTRODUCTION

To correctly interpret a text, it is important to understand
both its content (e.g., meaning of words, sentences or phrases)
and context (e.g., where, when and why was this text pro-
duced?). This indicates that the application of Deep Learning
(DL) models on texts should cover the morphological, syn-
tactic, semantic and pragmatic layers. Crafting networks that
operate on so many different levels is a challenging task due
to the sparseness of the training data.

The first implementation of a Transformer network [1]
proved that it was possible to design such networks that
achieve good results for Natural Language Processing (NLP)
tasks with a set of multiple sequential attention layers. The
Transformer model itself is simple and consists from an
encoder and a decoder. The encoder typically contains a set
of multi-head attention layers, add and normalize and feed-
forward layers. The multi-head attention mechanism provides
the model with the ability to orchestrate information from dif-
ferent representation subspaces (e.g., multiple weight matrices)
at various positions (e.g., different words in a sentence) [1].
Its outputs are fed either in other encoders or into decoders,
depending on the architecture. There is no fixed number
of encoders and decoders which can be included in this
architecture, but they will typically be paired (e.g., 10 en-

coders and 10 decoders). In newer architectures, encoders and
decoders can also be used for different tasks (e.g., encoder for
Question Answering, and decoder for Text Comprehension)
[2]. While the model was initially developed for machine
translation tasks, it has been tested on multiple domains and
was demonstrated to work well.

In the last three years, hundreds of papers and language
models inspired by Transformers were published, the best-
known being BERT [3], RoBERTa [4], AlBERT [5], XLNet
[6], DistilBERT [7], and Reformer [8]. Some of the most
popular Transformer models are included in the Transformers
library, maintained by HuggingFace [9].

Many of these models are complex and include significant
architectural improvements compared to the early Transformer
and BERT models. Explaining their information processing
flow and results is therefore difficult, and a convenient and
very actual approach is visualization. Our survey is focused
on visualization techniques used to explain Transformer archi-
tectures, with an emphasis on the most recent architectures.
We investigate two large tool classes: (i) model-agnostic tools
that can be used to explain BERT predictions; and (ii) custom
visualizations that are focused only on explaining the inner
workings of Transformers. To the best of our knowledge, this
is the first survey dedicated to this topic.

The rest of the paper is organized as follows: Section II
presents the motivation and methodology of this survey; Sec-
tion III showcases the two classes of tools; whereas Section IV
discusses the various findings. The paper concludes with some
thoughts on the future of Transformers visualizations.

II. BACKGROUND AND METHODOLOGY

While NLP technology has significantly improved since
the introduction of Transformers [1], it is still difficult to:
(i) capture specialized domain knowledge (e.g., medicine,
business, sports, etc) without external Knowledge Graphs [10];
(ii) remove or flag bias or propaganda [11]; and (iii) perform
fast retraining [12]. The need to quickly update NLP models
in case of unforeseen events suggests that developers will
be well-served by explainable AI and visualization libraries,
especially since debugging Transformers is a complex task.
Visualizations are particularly important, as they help us debug
the various problems that such models exhibit and which can
only be discovered through large-scale analyses.
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Traditional visualization libraries are based on the classic
grammar of graphics philosophy [13] which is focused on
the idea that visualizations are compositional by design. They
provide various visualization primitives like circles or squares
and a set of operations that can be applied on top of these
primitives in order to create more complex shapes or ani-
mations. Unfortunately such traditional visualization libraries
like D3.js [14], Vega [15] or Tableau1, do not offer specific
functions for visualizing feature spaces, neural network layers
or support for iterative design space exploration [16] when
designing AI models. What this means is that for AI tasks, a
lot of the functionality will have to be developed from scratch.

When visualizing more complex models like those built
with Transformers, we typically need to understand all the
facets of the problem, from the data and training procedure,
to the input, network layers, weights or various outputs of
the neural network. This can sometimes be accomplished by
using model-agnostic tools specifically built for benchmarking
or hyperparameter scoring, such as Weights and Biases. We
include such tools in our survey only if examples of how to
use them for visualizing Transformers already exist, either in
scientific papers or other types of media posts (Medium posts,
GitHub, etc.).

The second big class of visualizations discussed in this
article is, naturally, the class of visualizations specifically built
around Transformers, either for the purpose of explaining it
(like ExBERT [17]), or for explaining certain model specific
attributes (like embeddings or attention maps [18]).

We selected the libraries and visualizations presented here
by reviewing the standard Computer Science (CS) libraries
(e.g., IEEE, ACM, Elsevier, Springer, Wiley), but also online
media posts (YouTube, Medium, GitHub and arXiv). In this
extremely dynamic research field, some articles might be
published on arXiv even up to a year before they are accepted
for publication in a traditional conference or journal, time in
which they might already garner hundreds of citations. The
original BERT article [3] and also one of the first articles that
used visualization to explain it [19] 2 were cited over a hundred
times before being published in conference proceedings.

Due to space limitations, we resume ourselves to discussing
only the most interesting visualizations, especially in the
model-agnostic visualization section, as otherwise this article
could easily triple in size.

III. VISUALIZING TRANSFORMERS

Using visualization in order to explain the AI processes is an
expanding research field. The main idea behind AI user inter-
faces should be to augment and expand user capabilities rather
than replace intelligence [20]. While not necessarily needed
in order to understand the next section, several recent sur-
veys about visualizations and DL can help provide additional
context to the interested readers. We particularly recommend
the following: the introduction on how Convolution Neural

1www.tableau.com
2Article [19] has garnered 149 citations at the moment of the submission,

before being published in a conference or journal.

Networks ”see” the world from [21], the discussion on visual
interpretability from [22], and the discussion on the importance
of visualizing features from [23].

Some of the papers that guided the selection of the works
discussed here were those created by Hendrik Strobelt, espe-
cially Lstmvis [24] and Seq2Seq-Vis [25] as they establish
the basic principles of using visualization for debugging vi-
sual networks. He also co-authored papers that explain how
to creatively use visualizations for the discovery of neural
architectures [26] or to create model-agnostic visualizations
for temporal debugging of classifier confusion [27].

An early survey about the role of visualization in Computer
Vision [28] and another one on the interpretation of black
box DNNs for Computer Vision [29] can help us form an
understanding of the entire DL visualization domain.

A. Visualizing Transformers with Model-Agnostic Tools

1) Explainable AI Libraries: Explainable3 AI (XAI) is the
key to enterprise adoption of the current wave of AI technolo-
gies, from vision to NLP and symbolic computation. A survey
focused on the five Ws (Why? What? When? Who? Where?)
[30] presents various methods through which visualizations
can be incorporated into the process of explaining the results
of the AI models and defines the terminology of the field.
Early XAI libraries have featured visualizations in order to
understand the features incorporated into the ML models,
whereas more recent libraries are focused on visualizing the
key neural network layers like embeddings or attention maps
[31].

Regardless of the DL domain (e.g., NLP, Speech Processing,
Computer Vision, etc), in order to address calls for more trans-
parency when designing large-scale neural networks, a first
step is to explain what each model contains in terms of input,
processing and output - the latter in terms of the contribution of
each feature to the results. Traditionally, variable importance
was used to describe this contribution [32]. Due to the fast
development of many new neural models, there was a need
for a more nuanced description. Shapley values represent an
attempt to create such a set of more nuanced descriptors. The
contributions of all features included in a particular model are
taken together, and then a score signifying the importance of
that feature within that set of features is generated. If some
features are added or removed from this set, naturally the
Shapley value for a particular feature will change accordingly.

Some of the early model-agnostic XAI libraries that were
applied to NLP and Transformers visualizations include LIME
[33] and SHapley Additive exPlanations (SHAP) [34]. The
later was introduced in order to unify multiple explanation
methods into a single model for interpreting predictions. Both
SHAP and LIME can be used with classical ML libraries like
scikit-learn and XGBoost, as well as with modern DL libraries
like PyTorch or Keras / TensorFlow. SHAP provides visualiza-
tions for summary and dependency plots. Unfortunately, both

3Explainable refers to the possibility to explain from a technical point of
view the prediction of an algorithm.
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have been proven to be easily fooled by adversarial attack
strategies [35].

The visualizations created with LIME and SHAP are typ-
ically restrained to classic charts (e.g., line, bars or word
clouds. The summary plots or interaction charts [34] from
SHAP are relatively easy to understand, whereas the more
complex force plot charts like feature impact [36] are not
necessarily easy to use as they require a certain learning
time. While the feature impact chart simply plots the expected
feature impact with red (features with positive contribution to
the prediction result) or blue (features with a likely negative
contribution to the result) colors and should in theory be an
easy to understand chart, there are no direct (e.g., in chart via
a legend) explanations on how to interpret the start or end
values, or what do the indicators placed on top of various
components mean in some cases. The interpretation of such
force plot charts is generally missing and people need to read
additional documentation in order to understand the results.
This is far from ideal, as, in our opinion, visualizations need
to be self-explanatory.

Another XAI alternative to SHAP and LIME, ELI5 [37], is
currently routinely used for explaining BERT predictions, and
seems to be somewhat secure, at least at the current time.

Perhaps the most interesting explainable AI library is
AllenNLP’s Interpret [38]. Initially designed to be model-
agnostic, it is increasingly used to explain various attacks
on Transformer models. One of its main visualizations is
a saliency map that showcases gradient’s loss. The library
works for a variety of tasks, from reading comprehension
to text classification, Named Entity Recognition (NER) and
coreference resoution (e.g., finding all expressions that refer
to a single entity). The initial paper also demonstrates a
word-level Hot Flip attack in which words are replaced in
a sentiment model causing a shift from positive to negative in
the final prediction results. Many of the BERT visualizations
are model specific, therefore, in our view, using Interpret is
perhaps best in situations in which we might want to test
multiple models, as we will not be too focused on the internals
of each model in such a scenario.

Many other explainabile AI libraries use Shapley values for
computing feature importance. However, in many cases we
were only barely able to discover mentions of their usage for
NLP and even then this was mentioned more like a possibility
than a reality (e.g., DeepExplain 4). In such situations we have
not included them in this survey.

2) Hyperparameter Optimization and Benchmarking:
When testing new models, benchmarking and fine-tuning are
the two operations were we might spend the most time, as
even if the scores are good, we might want to try different
hyperparameter settings (e.g., learning rate, number of epochs,
batch size, etc) [39], [40]. A hyperparameter sweep (or trial)
is a central notion in both hyperparameter optimization and
benchmarking and involves running one or multiple models
with different values for their hyperparameters. Since quite

4https://github.com/marcoancona/DeepExplain

often the main goal behind running hyperparameter optimiza-
tion or benchmarking is improving existing models, we have
treated these two types of libraries as a single class.

TensorBoard5 is typically deployed with Google Tensor-
Flow distributions. It is a specialized dashboard that includes
most of the visualizations needed for ML experiments, from
tracking, computing and visualizing metrics, to model profiling
and embeddings. Since it was the first mover in the space,
it is used in many projects with all the major libraries like
TensorFlow, PyTorch or FastAI.

Neptune6 is an open-source ML benchmarking suite. It has
been used for a variety of collaborative benchmarking tasks
and supports notebook tracking. This eases the development of
ML models for programmers, therefore it is widely used in the
industry. Sacred7 and Comet.ml8 are Neptune alternatives that
provide basic charting capabilities and dedicated dashboards.

Weights and Biases9 provides perhaps the largest sets of
visualization and customization capabilities. It comes packed
with advanced visualizations that include parallel coordinates
[41], perhaps the best method to navigate hyperparameter
sweeps. It is the easiest and the most agile solution to integrate
with production code or Jupyter notebooks out of all the ones
mentioned here.

Besides Weights and Biases, another solution that is cur-
rently popular for fine-tuning and benchmarking Transformer
models is Ray [42], a distributed benchmarking framework. It
also contains its own fine-tuning engine called Tune [43].

B. Specialized Transformer Visualizations

We have examined around 50 papers describing Transformer
visualizations. We have only selected papers that presented
Transformer visualizations related to NLP. We have also
eliminated all the papers that have used only classic bar or
line charts. In general, we preferred to focus on the works
that tried to visualize as many different aspects of Transformer
models as possible.

As expected, a large number of visualizations are solely
dedicated to Transformer models. This is mainly due to the
fact that visualizations often come as an afterthought when
developing new models. They are not necessarily always the
focus of new research, but rather they help support the new
research. For example, a large set of static and dynamic
visualizations was simply developed in order to teach and
explain Transformers and BERT. No other types of neural
networks have led to such an increased demand for custom
visualizations since the days of the Kohonen’s Self-Organizing
Maps [44] or Manbelbrot’s fractals [45]. We have decided
to also include such supporting visualizations in our survey,
as they help explain Transformer networks. We have labelled
most of these as tutorials.

5https://www.tensorflow.org/tensorboard
6https://neptune.ai/
7https://github.com/IDSIA/sacred
8https://www.comet.ml/site/
9https://www.wandb.com/
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1) Transformer Tutorials: Jay Alammar has produced two
good BERT introductory tutorials: A Visual Guide to Using
BERT for the First Time10 and The Illustrated BERT, ELMo,
and co.11. The first one uses emoticons (emotion icons)
and simple illustrations to explain the basics behind BERT,
whereas the second tutorial is focused on transfer learning.

Jesse Vig’s series on deconstructing BERT is similar in
nature, but provides more dynamic illustrations. Some of
these are extracted from Vig’s visualization papers which
will be discussed in the next paragraph. Following the same
tradition, two other good tutorials deserve to be mentioned
here: Peter Bloem’s Transformers from Scratch12 and Samira
Abnar’s From Attention in Transformers to Dynamic Routing
in Capsule Networks13. Illustrated tutorials are available for
many of the models.

The last set of tutorials that we think deserve a special
mention are the ones focused on annotated models, from
Harvard NLP’s The Annotated Transformers14 or Ama Arora’s
The Annotated GPT-215 to most of the tutorials and online
demos (e.g., Write with Transformers demos) included in the
Transformers16 library [9].

2) Transformer Visualizations: The recent success of Trans-
formers helped power many NLP tasks to the top of the leader-
boards. BERT visualizations have focused on explaining these
great results through visualizations, therefore highlighting: (i)
the role of embeddings and relational dependencies within the
Transformer learning processes [62]; (ii) the role of attention
during pre-training or training (e.g., [63] or [18]) or (iii) the
importance of various linguistic phenomena encoded in its
language model like direct objects, noun modifiers, possesive
pronouns or coreferents [19].

Current XAI methods for Transformer models have fur-
ther developed and supported the idea that understanding
the linguistic information which is encoded in the resulting
models is key towards understanding the good performances
in NLP tasks. For example, by using structural probing [64],
structured perceptron parsers [65]) or visualization (e.g., as
demonstrated through BERT embeddings and attention layers
visualizations like those from [19] and [18]), one should
be able to understand what kind of linguistic information
is encoded into a Transformer model, but also what has
changed since previous runs. Probing tasks [66] are simple
classification problems focused on linguistic features designed
to help explore embeddings and language models.

We have discovered two large classes of Transformer visu-
alizations:

• Focused - visualizations centered on a single subject like
attention. The papers themselves might present multiple

10http://jalammar.github.io/a-visual-guide-to-using-bert-for-the-first-time/
11http://jalammar.github.io/illustrated-bert/
12http://www.peterbloem.nl/blog/transformers
13https://samiraabnar.github.io/articles/2019-03/capsule
14http://nlp.seas.harvard.edu/2018/04/03/attention.html
15https://amaarora.github.io/2020/02/18/annotatedGPT2.html
16https://github.com/huggingface/transformers

visualizations, but these visualizations are not single
tools.

• Holistic - visualizations or systems which seek to explain
the entire Transformer model or lifecycle.

The most important papers dedicated to focused visualiza-
tions are summarized in Table I. The main characteristic that
connects these papers is their dedication to a single topic,
regardless of the number of visualizations included in them.
We have analyzed the following characteristics:

• Topic - the main topic of the paper (e.g., attention,
representation, information probing);

• Visualization Subject - since visualizations included in
these papers were focused on a large set of subjects
from Transformer components (e.g., attention heads), to
correlation between tasks (e.g., via Pearson correlation
charts) or performance (e.g., accuracy or other metrics
represented via line charts), we have decided to extract
all these in a separate column in order to understand what
kind of charts we might be interested in creating when
exploring a certain topic.

• Chart Type - includes the various types of visual
metaphors used for rendering the chosen subjects.

We can clearly distinguish several large topics in this group
of focused papers: the relation between attention and model
outputs (e.g., especially in [46], [47], [49], [51]), the analysis
of captured linguistic information via probing (e.g., in [52],
[54]), the interpretation of information interaction (e.g., in
[48], [52]), and multilingualism (e.g., in [54], [56]). Papers
that work on similar topics also tend to use the same kind of
visual metaphors. This happens sometimes due to replication
of a previous study ( e.g., [47] replicates the experiments from
[46] in order to prove that attention weights do not explain
everything), whereas in other cases this happens due to the fact
that there is no need for more complicated visual metaphors
(e.g., line charts are used in more than half of the papers in
order to represent performance). Besides the widespread use of
the matrix charts that represent attention maps, one chart type
that deserves to be highlighted in this category is the attention
graph [48] which tracks the information flow between the input
tokens for a given prediction.

Some of the most interesting tools or papers included in the
category of holistic visualizations are compared in Table II.
These visualization systems typically integrate most of the
components of a Transformer and provide detailed summaries
for them. We have examined two large classes of attributes:

• Components represents the various components of the
neural networks: from corpus, to embeddings, positional
heads, attention maps or outputs.

• Summary includes the various types of views that offer us
information about the state of a neuron or a layer, as well
as overviews, statistics or details about the various errors
encountered. Statistics might include different types of
information: from correlations between layers or neurons
to statistical analyses of the results. The errors column
represents any error analysis method through which we
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TABLE I
ARTICLES FOCUSED ON EXPLAINING TRANSFORMER TOPICS THROUGH VISUALIZATIONS.

Article Topic Visualization Subject Chart Type

Jain [46] relation between attention and outputs
feature importance correlation
permutation
adversarial attention charts

Kendall τ statistics / histograms / line charts
permutation scatterplots
adversarial histograms and scatterplots

Wiegreffe [47] explaining attention permutation
performance

permutation scatterplots
multiple line charts

Hao [48] information interactions interpretation

attention scores
information flow between tokens
evaluation accuracy
correlation of attention heads

simple attention map
attribution graphs
line charts
Pearson correlation coefficient chart

Abnar [49] attention flow raw attention graph
raw attention map

attention graph
attention map

Vig [50] causal mediation analysis
indirect effects
effects comparison
attention heads

averaged attention heatmaps / line charts
line chart
attention heads

Voita [51] analysis of the multi-head self-attention

layers visualizations
attention maps for the rare words head
dependency scores and distribution charts
performance
active heads

importance charts / matrix charts
attention maps
bar charts
line charts
line charts

Voita [52] evolution of representations in Transformers
token changes and influences
distances between tasks or layers
token occurences

line charts
line charts
t-SNE clustering

Voita [53] information theoretic probing of classifiers code components
learning curves and performance

bar charts
line charts

Tenney [54] analysis of captured linguistic information
summary statistics
layer-wise metrics
probing of predictions across layers

bar chart
bar+distribution chart
multiple bar charts

Dufter [55] multilinguality
embeddings
positional embeddings
performance

Principal Components Analysis
cosine similarity matrices
line charts

Egger [56] probing low-resource languages stability of training size
probing tasks and downstream tasks

bar chart
Pearson correlation charts

Song [57] role of BERT intermediate layers clustering on intermediate layers Principal Component Analysis

TABLE II
COMPARISON OF HOLISTIC TRANSFORMER VISUALIZATIONS.

Article Components Summary
corpus embeddings positional heads attention map outputs errors neuron layers overview statistics

BertViz [58] 3 3 3 3 3 3 3
Clark [19] 3 3 3 3 3 3 3 3
VisBERT [59] 3 3 3 3 3 3 3
ExBERT [17] 3 3 3 3 3 3 3 3
AttViz [60] 3 3 3 3 3 3 3 3
Kobayashi [61] 3 3 3 3 3 3

can highlight where a particular error comes from (e.g.,
corpus, training procedure, layer, etc). While it can be
argued that neuron or layer views should be included in
the components section, the way these views are currently
implemented suggests they are rather summaries, as neu-
rons or layers can have different states.

We have eventually decided against including chart types
in Table II, as each visualization suite or paper included
some novel visualization types besides attention maps (matrix
charts), parallel coordinates or line and bar charts.

In our view, none of the examined visualization systems has
yet managed to examine all the facets of the Transformers.
This is perhaps due to the fact that this area is relatively new

and there is no consensus on what needs to be visualized.
While it is quite obvious that individual neurons or attention
maps (regardless of if they are averaged or not) are useful,
and it is best to visualize them, the same can not be said
about the training corpora today, as only a small number of
systems considered this aspect (e.g., [60] and [17]). This is
not really ideal, as lots of errors might simply come from a
bad corpora, but researchers might simply not be aware of
them [67]. Errors themselves are only seriously discussed in a
single publication [19]. ExBERT [17] and AttViz [60] deserve
a special mention here, as they combine different views on the
corpus, embeddings and attention maps in order to provide a
holistic image of a Transformer model.
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A study that looks at the similarity and stability of neural
representations in language models and brains [68] shows that
combining predictive modelling with Representation Similar-
ity Analysis (RSA) techniques can yield promising results.
This article deserves a special mention as it can be included
in both focused and holistic visualizations. Their visualizations
are rather basic in terms of design, but they contain lots
of insights, as for example one of the tables they produced
showcases the RSA results for various layers of multiple
models like BERT, Elmo and others. These kind of analyses
are rather new and we hope they will become more common
in the next years, as they might help us clarify which language
models are more similar to the human brains.

BERT Lang Street17 [69] showcases a simple dashboard for
tracking the progress of multilingual BERT models for various
languages, tasks and datasets. However, since the results are
generally presented as tables, it is not included in any of the
two Transformer visualization categories we have identified.

Our analysis suggests that in some areas (e.g., corpus
visualizations, inputs/outputs, error analysis) there is definitely
a lot of room for improvements. Future frameworks should
definitely consider these areas and possibly add new ones, as
this field is rather young.

IV. DISCUSSION

There are several available options for understanding the
inner workings, as well as the results produced by Transformer
networks. Each of them have their own advantages or short-
comings, briefly discusses in the following.

Model-agnostic tools like the XAI libraries or the hyper-
parameter optimization and benchmarking tools can be used
with a variety of networks. Due to this, model-agnosticism
the visualization skills learned while debugging a certain
network (e.g., a Convolutional Neural Network) will be easily
transferred to debugging and optimizing other networks (e.g.,
Recurrent Neural Networks). By building a transferable set
of skills, users might be more reluctant to try model-specific
approaches, like those from the second category discussed
in this paper. Some of these model-agnostic tools might be
more susceptible to various adversarial attacks (e.g., as already
mentioned LIME and SHAP are easily fooled by simple
adversarial strategies [35]), whereas some other tools might
not provide us with sufficiently advanced visualizations to
match our needs (e.g., some of the dashboards included in
the hyperparameter optimization and benchmarking subsection
provide only basic charts). If the users are already comfortable
with some of these options, then they might well be their
Swiss-Army knife for any scenario, whereas if they will
need specific visualization scenarios (e.g., visualize a specific
attention map), it is possible that they will eventually use the
Transformer focused visualizations.

We have started our exploration of Transformer visualiza-
tions with a short set of tutorials. While they are definitely
great at explaining the inner working of these models, such

17Available at: https://bertlang.unibocconi.it/

tutorials should only be seen as starting points in our de-
bugging, optimizing and visualization journey. Some of the
most useful tools discovered during this exploration include:
visualization of attention maps (e.g., [19]) or embeddings [18],
parallel coordinates plots [19], and the inclusion of corpus
views from ExBERT [17].

Current generation of pre-trained language models based on
Transformers [9] was shown to be relatively good at picking
up syntactic cues like noun modifiers, possessive pronouns,
prepositions or co-referents [19] and semantic cues like entities
and relations [70], but has not performed well at capturing
different perspectives [11], global context [71] or relation
extraction [72]. This may be due to the fact that biases can also
be already included in the embeddings and later propagated
to the downstream tasks [73].

The two large classes of Transformer visualizations we ex-
amined (focused on explaining Transformer topics or holistic)
are proof that the field is extremely dynamic. While many
of the articles focused on explaining Transformer topics like
attention or information probing tend to use classic statistical
chart types (e.g., bar charts, line charts, PCA, or Pearson
correlation charts), we do not consider this a bad thing as
we are still in the exploration phase of this technology. Some
of these articles also showcase new charts like attention graphs
or attention maps.

The second class of visualizations includes tools like
BertViz [18], AttViz [60], VisBERT [59] or ExBERT [17],
that aim to visualize the entire lifecycle of a neural network
from corpora and inputs to the model outputs mainly through
following the information flow through the various compo-
nents. They also offer detailed statistics for neurons or network
layers. Since most of the models included in this category are
rather new, it is expected that this class will expand in the next
years.

One important thing to note about visualization methods
is that they can easily be imported into other domains. The
averaged attention heatmaps used by Vig in his causal media-
tion analysis for NLP [50], for example, were later reused for
protein analysis in biology [74]. Similarly, attention maps [18]
developed for BERT models are now used in a wide variety
of disciplines, from vision and speech to biology or genetics.

The end goal of future visualization frameworks should be
to visualize the entire lifecycle of the Transformer models,
from inputs and data sources (e.g., training corpora), to em-
beddings or attention maps, and finally outputs. In the end,
errors observed when creating such models can come from a
variety of sources: from the text corpora, from some random
network layer or even from some external Knowledge Graph
that might feed some data into the model. Tracking such errors
would be extremely expensive without visualizations.

V. CONCLUSION

While the current wave of visualizations aspire to be model-
agnostic, we think the directions opened by the various Trans-
former / BERT visualizations are worthy of expanding upon. In
fact, since this is an ubiquitous architecture today that has also
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branched from NLP into areas like semantic video processing,
natural language understanding (e.g., speech, translation) and
generation (e.g., text generation, music generation), the next
generation XAI libraries will probably be built upon it. Going
beyond current visualizations that are model-agnostic, future
frameworks will have to provide visualization components that
focus on the important Transformer components like corpora,
embeddings, attention heads or additional neural network
layers that might be problem-specific. By focusing on the
common components from larger architectures, it should be
also able to reduce the reliability of current visualizations on
the underlying models. Other important features that should
be included in future frameworks are the ability to summarize
the model’s state (e.g., through averaged attention heatmaps
or similar visualization mechanisms) at various levels (e.g.,
neurons, layers, inputs and outputs), as well as the possibility
to compare multiple settings for one or multiple models.

One interesting direction is the automated development
of model specific visualizations, as more complex neural
networks might also include a lot of specific components that
can not always be included into more general model agnostic
frameworks.
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