**Abstract**—Implementing an efficient k-Nearest Neighbors (kNN) algorithm on FPGA is becoming challenging due to the fact that both the size and dimensionality of datasets that kNN is working on have been rapidly growing, which may incur a performance bottleneck on the memory-access. To reduce the impact of the memory-access constraint, in this paper we implement two kNN kernels through high-level synthesis (HLS) on FPGA by employing two data access reduction methods: low-precision data representation and principal component analysis based filtering (PCAF). One kernel is called MBFS-kNN (Memory-efficient Brute-Force Searching kNN) and the other is called MPCAF-kNN (Memory-efficient PCAF kNN). Both kernels have been highly optimized to fully exploit the characteristics of FPGA. Besides, they are adaptive to the number of dimensions ($D$), number of data points in a database ($N$), number of nearest neighbors ($k$), number of bits per feature ($B$), and number of principal components ($d$). We evaluate the two kernels by comparing them with two state-of-the-art kNN implementations on a high-end CPU server, an existing BFS-kNN kernel on FPGA, and an existing BFS-kNN kernel on GPU. Our results show that the external memory-accesses of these two kernels are greatly reduced and our design outperforms the existing ones.
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I. INTRODUCTION

The k-Nearest Neighbors (kNN) algorithm is one of the most popular machine learning algorithms and has been applied in a wide range of HPC applications such as image/video retrieval, big data analysis, machine learning, and computer vision [4] [12]. Meanwhile, an FPGA-based heterogeneous system is becoming increasingly attractive for the HPC. For example, Microsoft is employing FPGAs to accelerate its Bing page ranking functions [2]. Baidu developed a software-defined accelerator for large-scale deep neural network systems, which heavily rely on FPGA devices [9].

The accelerations of kNN using FPGA in previous work has demonstrated a pretty inspiring results [5] [10]. However, a challenge is emerging due to the fact that both the size and dimensionality of datasets that kNN is working on have been rapidly growing these days. For example, the number of images in Tineye’s indexed image database has increased from 0.7 billion in 2008 to 35 billion in 2019 [14]. At the same time, to obtain a more accurate representation of an image, the number of dimensions of each feature vector extracted by some neural network technology could be as large as 4,096 [11]. As a result, kNN searching in such a large database with a high dimensionality becomes both compute-intensive and memory-intensive [7]. Before the power of internal high parallelism and deep pipeline of the FPGA can be leveraged, the external memory access bottleneck badly needs to be removed.

To reduce the impact of the memory access constraint, in this paper we implement two kNN kernels through high-level synthesis (HLS) [13] on FPGA by employing two data access reduction methods: low-precision data representation [3] and principal component analysis based filtering (PCAF) [4]. Low-precision data representation has been successfully applied in various domains as it can improve hardware bandwidth utilization by lowering data precision, and thus, reducing the volume of data being read/written [3] [6]. PCAF, on the other hand, uses a data filtering mechanism to exclude those reference features that are not likely to be k-NN features according to the PCA estimation [4]. One of the kernels we implemented is called MBFS-kNN (Memory-efficient Brute-Force Searching kNN) and the other is called MPCAF-kNN (Memory-efficient PCAF kNN). While the former only employs the approach of low-precision data representation to reduce memory access, the latter utilizes both methods to achieve the same goal. MBFS-kNN can be used to carry out an accurate kNN search, whereas MPCAF-kNN can only perform an approximate kNN search. Although the idea of PCAF is borrowed from a recent research work [4], this study is the first attempt to apply PCAF in kNN kernel implementation on FPGA. Both kernels have been highly optimized to fully exploit the characteristics of FPGA. Besides, they are adaptive to the number of dimensions ($D$), number of data points in a database ($N$), number of nearest neighbors ($k$), number of bits per feature ($B$), and number of principal components ($d$) for MPCAF-kNN.)
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II. EVALUATION

We evaluate the two kNN kernels in terms of performance and energy-efficiency by comparing them with two state-of-the-art kNN implementations on a high-end CPU server, an existing BFS-kNN kernel on FPGA, and an existing BFS-kNN kernel on GPU. Two datasets are used.

1) Datasets: KDD-CUP consists of 50,000 data points and each point has 64 features [1]. GIST1M is 3.8 GB and contains one million 960-dimensional data points extracted from a variety of images by using global color GIST descriptors [8].

2) Platforms: CPU server: PowerEdge R730xd Rack Server has two Intel(R) Xeon(R) CPU E5-2699 @ 2.20GHz. Each CPU has 22 physical cores and 2 threads can run on each core (i.e., totally 88 threads). The server has 128 GB DDR4. FPGA platform in our work: VCU1525 [13]. There are 4 SDRAM banks available. The maximal bandwidth to access an individual memory bank is 512 bits per clock cycle. FPGA platform in [10]: The FPGA board in [10] is a Terasic DE4 with a Stratix IV 4SGX530 FPGA and two DDR2 memory banks. The maximal bandwidth of one memory bank is 12.75 GB/s. GPU platform in [10]: The GPU used in [10] is an AMD Radeon HD7950 with 28 compute units(900 MHz). The board consists of a 3 GB GDDR5 memory with 240 GB/s bandwidth.

The experimental results demonstrate that MBFS-kNN can achieve a performance equivalent to that of a 76-thread CPU server in the best case. It also outperforms the two existing BFS-kNN kernels in execution time and energy-efficiency by 5.5x and 1.97x, 7.45x and 22.23x, respectively. The MPCAF-kNN kernel achieves up to a performance equivalent to that of a 56-thread of CPU server. It also gains 324x energy-efficiency compared with the CPU server. Compared with the BFS-kNN, MPCAF-kNN reduces external memory accesses by 28~231x. This paper presents the following contributions. First, to the best of our knowledge, this is the first research utilizes a PCA-based data filtering mechanism to reduce memory accesses of a kNN on FPGA. Second, we apply optimization on MPCAF-kNN for performance scalability, which applies not only to the implementation on FPGA but also on CPU or GPU. Third, a comprehensive evaluation of the two kernels in performance and energy-efficiency is provided.

III. CONCLUSIONS

In this paper we design and implement two kNN kernels on FPGA through HLS. The implementations have been highly optimized to fully exploit the characteristics of FPGA. Two data access reduction methods (i.e., low-precision data representation and PCAF) are employed to reduce the number of external memory accesses. The two kernels are adaptive to all key parameters. Further, we evaluate them with different settings. The experimental results show that our optimized kNN kernels outperform existing ones in both execution time and energy-efficiency. We plan to release the source code of the two kernels to benefit the community.
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