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Abstract—We address a key challenge in programming high-performance applications – achieving portable performance, i.e., the same source code achieves a consistent, high level of performance over the variety of modern parallel processors, including multi-core CPU and many-core Graphics Processing Unit (GPU), and over the variety of input sizes. Our approach relies on the algebraic formalism of Multi-Dimensional Homomorphisms (MDH), which enables expressing data-parallel computations uniformly via a higher-order function (a.k.a. parallel pattern). For MDHs, we develop a novel code generation approach based on a generic OpenCL implementation. Our implementation efficiently exploits the OpenCL’s abstract platform and memory model, generically for arbitrary MDH functions, by incorporating a parameterized parallelization and tiling strategy – on both layers of the OpenCL’s two models and in all dimensions of the multi-dimensional input. We achieve performance portability for MDHs by auto-tuning the parameters of our two strategies, thereby enabling fully automatically optimizing our code for any combination of an MDH function, target device, and input size. We demonstrate for computations from four popular domains – dense linear algebra (BLAS), stencil computations, data mining, and tensor contractions – how we express them in the MDH formalism, and we experimentally show that our automatically generated and auto-tuned code for them achieves competitive and often significantly better performance than several state-of-the-art performance-portable approaches, and competitive or even better performance as compared to hand-optimized approaches such as Intel MKL and NVIDIA cuBLAS on real-world input data as used in deep learning.

I. MOTIVATION

A key challenge in programming high-performance applications is to achieve portable performance over the variety of parallel devices and input sizes.

Popular approaches to parallel programming are often either restricted to the hardware of a particular vendor (like CUDA for NVIDIA [1]) or, even if they provide code portability (like OpenCL [2]), the portability of performance is usually not available over the variety of modern parallel processors, because devices may differ significantly in their characteristics (e.g., the number of cores, cache sizes, etc.). Also devices from different vendors (e.g., NVIDIA GPU vs. AMD GPU) pose different or even contradicting requirements on the code for achieving the full performance potential of the corresponding device. Performance differs also across input sizes [3]. For example, a high-performance implementation of General Matrix-Matrix multiplication (GEMM) targeting big, square input matrices [4] differs significantly from a GEMM implementation optimized for small, irregularly shaped matrices, e.g., as currently occurring in deep learning [3].

In this paper, we develop a novel approach to code generation that enables high, portable performance for Multi-dimensional Homomorphisms (MDH) [5] – a class of formally-defined functions that cover important data-parallel computations. Our approach relies on the uniform algebraic representation of MDHs – via the md_hom higher-order function (a.k.a. parallel pattern [6]) – which allows to efficiently exploit the OpenCL’s abstract device models [2]: 1) the platform model by incorporating in our generated code a multi-layered, multi-dimensional parallelization strategy over the models’ hierarchy of cores, and 2) the memory model by incorporating a multi-layered, multi-dimensional tiling strategy over the models’ memory hierarchy. Our two strategies are parameterized in the performance-critical parameters of the two OpenCL models; for example, in the number of threads and size of tiles – on both core/memory layers of the models, and in all dimensions of the MDHs’ multi-dimensional input. By targeting the OpenCL’s abstract device models (rather than a particular device, e.g., an Intel CPU or NVIDIA GPU) and by parameterizing our parallelization and tiling strategies in performance-critical parameters, we enable performance portability: we can fully automatically optimize our generated code – for any combination of an MDH function, target device, and input size – by automatically choosing (auto-tuning) optimized values of parameters.

We demonstrate the efficiency of our automatically generated and auto-tuned code by experiments with computations from four popular application domains: 1) dense linear algebra (BLAS), 2) stencil computations, 3) data mining, and 4) tensor contractions. For each computation, we show how it can be expressed in the MDH formalism, and our experimental results demonstrate competitive and often even significantly better performance of our approach as compared to several state-of-practice approaches on both CPU and GPU: we achieve speedups of up to 5x over the state-of-the-art performance-portable approaches, and competitive or even better performance as compared to hand-optimized approaches (such as Intel MKL [7] and NVIDIA cuBLAS [8]) on important real-world input sizes, e.g., as used in the popular deep learning framework Caffe [9].
II. RELATED WORK

Achieving high, portable performance on multi- and many-core devices has attracted much attention recently. Approaches such as Tiramisu [10], AlpHaZ [11], CHiLL [12], URUK [13], Halide [14], Transformation Recipes [15], and POET [16] achieve high performance on different devices, but they involve the user into optimization, thus requiring from her significant expert knowledge. Futhark [17], PENCIL [18], Pluto [19], Polly [20], Tensor Comprehensions [21], COGENT [22], and PolyMage [23] automatically generate optimized parallel code; however, they often miss high performance, e.g., because of inefficiently exploiting devices’ fast memory resources. Moreover, the related work is often tied to specific application classes; for example, Halide only to image processing and COGENT only to tensor contractions. Similarly, approaches [24]–[27] are applicable to only linear algebra routines, SPIRAL [28], [29] only to signal processing, TVM [30] and Boda [31] to machine learning algorithms, and TACO [32] to sparse tensor computations. Domain-specific and target-specific approaches, including for (iterative) stencils [23], [33]–[40] or for small-scale linear algebra routines [41], may achieve higher performance than our proposed framework, by developing optimizations that are specialized to a specific computation pattern or a single architecture, but usually at the expense of performance portability.

Approaches such as REPA [42], OBSIDIAN [43], Operator Language [44], and HTA [45] generate efficient code (e.g., in CUDA) by relying on functional high-level abstractions which are similar to our MDH formalism. However, the problem of performance portability is not addressed.

Our work is inspired by [5], where the algebraic formalism of Multi-Dimensional Homomorphisms (MDH) is introduced, and a first, auto-tunable OpenCL implementation for MDHs is provided. Compared to [5], our code generation approach is substantially extended in order to improve performance and portability: while [5] optimizes only for OpenCL’s platform model, our generated code is also optimized for OpenCL’s memory model by incorporating a parameterized tiling strategy, leading to significantly higher performance (as we demonstrate experimentally in Section VII). Furthermore, we exploit the OpenCL’s platform model more efficiently than [5]: we process in parallel a flexible number of arbitrarily-sized tiles, such that we can choose the number of threads and size of tiles independently of each other, allowing to auto-tune our implementation for both OpenCL models individually (as discussed in Section V), as usually required for high performance. In addition, we significantly extend the experimental evaluation of [5]: we present results for BLAS routine GEMM (GEneral Matrix-Matrix multiplication) which is significantly more complex to optimize than GEMV in [5]. Besides BLAS, we demonstrate for computations from three further important domains – stencil computations, data mining, and tensor contractions – that they can be expressed in the MDH formalism (in Section IV), and we present experimental results for them (in Section VII).

Lift [46] is closely related to our work – it also aims at automatically generating optimized OpenCL code targeting different devices and input sizes; it has proven to provide high, portable performance for important computations, e.g., linear algebra routines [47] and stencil computations [48]. Lift’s approach is based on a vast search space of semantically-equivalent, differently-optimized OpenCL programs, where space’s efficient exploration relies on hand-pruning by the user. In contrast to Lift, we enable fully automatically optimizing our code, without incorporating the user, by taking a completely different approach to optimization: we generate a generic OpenCL program that is parameterized in performance-critical parameters, thereby enabling optimizing our code via classical auto-tuning. Moreover, we demonstrate experimentally in Section VII that our approach provides higher performance than Lift – for different applications, devices, and input sizes – thus contributing to a more efficient performance portability.

III. MULTI-DIMENSIONAL HOMOMORPHISMS AND THE md_hom PARALLEL PATTERN

In this section, we briefly recapitulate the definitions of MDHs and the md_hom higher-order function (a.k.a. parallel pattern) which is used to uniformly express MDHs [5].

Definition 1 (Multi-Dimensional Homomorphism). Let $T$ and $T'$ be two arbitrary data types. A function $h : T[N_1] \ldots [N_d] \rightarrow T'$ on $d$-dimensional arrays of size $N_1 \times \ldots \times N_d$ and with elements in $T$ is called a Multi-Dimensional Homomorphism (MDH) iff there exist combine operators $\oplus_1, \ldots, \oplus_d : T' \times T' \rightarrow T'$, such that for each integer $k \in [1,d]$ and arbitrary, concatenated input array $a \oplus_k b$ in dimension $k$, the homomorphic property is satisfied:

$$h(a \oplus_k b) = h(a) \oplus_k h(b)$$

In words: the value of $h$ on a concatenated array in dimension $k$ can be computed by applying $h$ to array’s parts $a$ and $b$, and then combining the results by combine operator $\oplus_k$.

MDHs have a uniform representation via the $\text{md\_hom}$ parallel pattern [5], as follows. Every MDH $h$ is uniquely determined by its combine operators $\oplus_1, \ldots, \oplus_d$ and its behavior $f$ on scalar values (i.e., $f(a[0] \ldots [0]) = h(a)$ for every $a \in T[1] \ldots [1]$). This enables expressing $h$ using the $\text{md\_hom}$ higher-order function (a.k.a. pattern) which takes these functions as parameters:

$$h = \text{md\_hom}( f, (\oplus_1, \ldots, \oplus_d) )$$

IV. DATA-PARALLEL COMPUTATIONS EXPRESSED IN THE MDH FORMALISM

A. Linear Algebra Routines (BLAS)

Basic Linear Algebra Subprograms (BLAS) are one of the most essential application classes in high-performance computing; over decades until now, elaborating high-performance implementations of BLAS has been the focus of many industrial (e.g., [49], [50]) and research projects (e.g. [3], [51]–[55]).
We demonstrate the usage of \texttt{md\_hom} using the example of the most popular BLAS routines: \texttt{DOT} (dot product), \texttt{GEMV} (GEneral Matrix-Vector multiplication), and \texttt{GEMM} (GEneral Matrix-Matrix multiplication):

\[
\begin{align*}
\text{DOT} &= \text{md\_hom}(\ast, (+)) \circ \text{view\_dot} \\
\text{GEMV} &= \text{md\_hom}(\ast, (\#_+, +)) \circ \text{view\_gemv} \\
\text{GEMM} &= \text{md\_hom}(\ast, (\#_+, \#_+, +)) \circ \text{view\_gemm}
\end{align*}
\]

Here, \(\circ\) denotes function composition, i.e., applying functions after each other from right to left.

For expressing \texttt{DOT} via \texttt{md\_hom}, we first fuse its domain-specific input — two vectors \(v, w \in T[V]\) of size \(N\) and type \(T\) (e.g., \(T = \text{float or double}\)) — straightforwardly to a 1-dimensional array comprising pairs of type \(T^2\). For this, we use a so-called \texttt{(input) view} function \cite{5} (discussed in detail in Section V-C) which the MDH formalism provides to uniformly prepare a domain-specific input for \texttt{md\_hom}. For function \texttt{DOT}, its view is defined as: \texttt{view\_dot}(v, w) = \((v_1, w_1), \ldots, (v_n, w_n)\). \texttt{MDH’s} can optionally also have an \texttt{(output) view}, e.g., to store the result of an MDH to different output buffers (we do not discuss output views in this paper). In our generated code (presented in the next section), we implement views as preprocessor macros that performs straightforward index computations, rather than costly memory operations.

After fusing \texttt{DOT}’s input vectors \(v\) and \(w\) via function \texttt{view\_dot}, we compute \texttt{DOT} expressed as an instance of the \texttt{md\_hom} parallel pattern. For this, we use as the pattern’s arguments the combine operator of \texttt{DOT}, which is summation (denoted by \(\#_+\)), and the function that expresses \texttt{DOT}’s behavior on scalar values — the scalar values are pairs (e.g., consisting of two \texttt{floats} or \texttt{doubles}), and \texttt{DOT}’s behavior on these pairs is multiplication (denoted by \(*\)).

The \texttt{md\_hom} expression for \texttt{GEMV} is analogous. We compute multiple dot products — one per row of the input matrix \(A\) — and combine the obtained results by concatenation. Thus, for expressing \texttt{GEMV} via \texttt{md\_hom}, we take the \texttt{md\_hom} expression of \texttt{DOT} and use the concatenation operator \(\#_+\) as a further combine operator.

Similarly, for computing \texttt{GEMM}, we have to perform multiple times \texttt{GEMV} — one \texttt{GEMV} computation per column of \texttt{GEMM}’s second input matrix — and combine the results by concatenation. Consequently, we express \texttt{GEMM} conveniently via \texttt{md\_hom} by passing to the \texttt{GEMV}’s \texttt{md\_hom} expression only concatenation as a further combine operator.

Note that to keep the discussion clear, we use slightly simplified versions of BLAS routines that focus on the actual computations. For example, in the original definition of \texttt{GEMM}, the output matrix can be scaled by a factor and optionally be transposed.

\section{Stencil Computations}

Stencil computations are very relevant in high-performance computing; they are used in important application domains, such as image processing and deep learning. Stencil computations apply a user-defined \texttt{stencil function} \(f\) to equally-sized chunks of a multi-dimensional array.

A stencil computation is expressed as MDH as follows:

\[
S_f = \text{md\_hom}(f, (\#_1, \ldots, \#_d)) \circ \text{view\_stencil_<P>}
\]

Here, \texttt{view\_stencil_<P>\textsubscript{P}} is the stencils’ \texttt{view} function; it takes a \(d\)-dimensional array \(A\) as input, and it yields an array of the same dimensionality. The view’s output array comprises at position \((i_1, \ldots, i_d)\) neighbors \(\text{NB}_{(i_1, \ldots, i_d)}\) of element \(A[i_1] \cdots [i_d]\) in the input array; the neighbors are specified by the user-defined set \(P = \{ (c_1^1, \ldots, c_d^1), \ldots, (c_1^K, \ldots, c_d^K) \mid 1 \leq k \leq K \}\) which contains the coordinates (i.e., positive integers) of the neighbors — \(K\) many — relative to position \((i_1, \ldots, i_d)\), i.e., \(\text{NB}_{(i_1, \ldots, i_d)} = \{ (A[i_1+c_1^1], \ldots, A[i_d+c_d^1]) \mid 1 \leq k \leq K \}\).

The stencil’s \texttt{md\_hom} expression applies \(f\) — the user-defined stencil function — to each of the neighbor sets within the view’s output array, and it combines the results in the different dimensions using concatenation \(\#_+\).

\section{Data Mining}

As an example in the area of data mining, we consider Probabilistic Record Linkage (PRL) \cite{56} — it identifies data records (e.g., person data) referring to the same real-world entity, e.g., Mary Smith vs. Marie Smith. PRL is increasingly used in epidemiology centers, intelligence agencies, and universities. PRL is expressed as MDH as follows:

\[
PRL = \text{md\_hom}(\text{weight}, (\#_+, \text{max})) \circ \text{cart}
\]

Function \texttt{cart} takes two 1-dimensional arrays of records (e.g., person data: name, surname, birthday, etc.) in which the duplicate records have to be identified; it yields a 2-dimensional array of pairs, which comprises all possible combinations of records (a.k.a. cartesian product) within the two input arrays. Function \texttt{weight} applies the so-called PRL-specific \texttt{weight function} \cite{56} to the pairs, and the obtained results are combined by function \texttt{max} in the second dimension (i.e., we take the maximum weight for each entry) and by concatenation in the first dimension.

\section{Tensor Contractions}

Tensor contractions are the basic building blocks of deep learning computations. An example of a tensor contraction, on two 4D input tensors \(A\) and \(B\) (tensors can be interpreted as multi-dimensional arrays), is as follows:

\[
C[a, b, c, d] = \sum_{e, f} A[a, e, b, f] \ast B[d, f, c, e]
\]

This contraction example can be expressed as MDH:

\[
TC = \text{md\_hom}(\ast, (\#_+, \#_+, \#_+, \#_+, \#_+)) \circ \text{view\_tc}
\]

Here, function \texttt{view\_tc}(\(A, B\))(\(a, b, c, d, e, f\)) = \(\{A[a, e, b, f], B[d, f, c, e]\}\) prepares the inputs \(A\) and \(B\) as a 6-dimensional array of pairs, and the \texttt{md\_hom} expression applies multiplication to each pair and combines the obtained results by concatenation in the first four dimensions \(a, b, c, d\) and by addition in the two remaining dimensions \(e\) and \(f\).
V. OPENCL CODE GENERATION FOR MDHS

We present our code generation approach for MDHS, which is based on a generic OpenCL implementation. An important advantage of our approach is that we generate our code as targeted to the OpenCL's abstract platform and memory model (rather than to a particular device, e.g., an Intel CPU or NVIDIA GPU) by incorporating a parameterized parallelization and tiling strategy in our code for these abstract models; thereby, we enable a subsequent auto-tuning of our generated code for arbitrary combinations of an MDH function, target device, and input size.

In the following, before discussing the pseudocode of our implementation in Section V-C, we present in Section V-A an illustrative example of our generated OpenCL code, and we discuss in Section V-B our implementation's auto-tunable parameters.

A. Illustrative Example of Our Generated OpenCL Code

Figure 1 depicts the schema of our OpenCL implementation for the illustrative example of a 2-dimensional MDH:

\[
\text{md}_\text{hom}(f, (\otimes_1, \otimes_2))
\]

In this example, the input – an \(8 \times 8\) input matrix – is processed in four consecutive steps \(\{1\rightarrow 2\rightarrow 3\rightarrow 4\}\), from left to right; in each step, we show memory’s content on all OpenCL layers – global, local, private – from top to bottom.

In OpenCL, the input is processed in parallel by threads – a.k.a. Work-Items (WI) in OpenCL terminology – which are arranged in thread groups – a.k.a. Work-Groups (WG). The optimal numbers of WGs and WIs depend on the concrete application, target device, and input size, and as such, these numbers are very critical for performance. In our parallelization strategy, the number of WGs and WIs are flexible parameters so that we can automatically determine optimized values for them using classical auto-tuning (discussed in Section VI).

For demonstration, we use in the figure 2+2 WGs (differently colored in the top and mid parts of the figure, and connected by dashed lines) each consisting of 2 \(\times 2\) WIs (differently colored in the mid and bottom parts) to process an \(8 \times 8\) input matrix. The input matrix resides in global memory in OpenCL; we process it in parallel by all WIs of the WGs in 4 consecutive steps \(\{1\rightarrow 2\rightarrow 3\rightarrow 4\}\), from left to right. A WG operates on local layer; in each step, it processes, according to the \(2 \times 2\) WIs per WG, a \(2 \times 2\)-sized part of its local tile – a chunk of the input array which we copy from slow global memory (top part of the figure) to fast local memory (mid part of the figure). Analogously, a WI operates on private layer and processes in each individual step a part of its private tile – a chunk of the local tile (mid part of the figure) which we copy to even faster private memory (bottom part of the figure). In this example, for illustration purpose, we use a local tile size of \(4 \times 4\) (mid part of the figure), and we use a private tile size of \(2 \times 2\) (bottom part). Our tiling strategy (presented in Section V-C) uses parameterized sizes of tiles, so that the sizes can be auto-tuned, because optimal values of them depend on the physical local and private memory resources of the specific target device.

A WI processes its \(2 \times 2\)-sized private tile (bottom part of the figure) by applying the MDH's scalar function \(f\) to each of tile’s elements and combining the results in the MDH’s two dimensions using the MDH’s combine operators \(\oplus_1\) and \(\oplus_2\).

Note that in each step \(\{1\rightarrow 4\}\), we access with WGs and WIs always consecutive memory regions – on all three memory layers (global, local, private) – thereby, we efficiently exploit locality which is a fundamental hardware principle for high performance. For example, our access pattern enables OpenCL to automatically SIMD-parallelize our code for CPU-like architectures [57], and it enables coalesced global memory accesses and avoiding local memory bank conflicts on GPUs [58] – these optimizations are very important for high performance.

Note further that not in all devices, local memory is faster than global memory and private memory faster than local memory (e.g., in CPUs). For such cases, we allow disabling caching in local/private memory, which we discuss in the next section.

B. Tuning Parameters

Table I lists the performance-critical parameters (a.k.a. tuning parameters) of our OpenCL implementation (presented in Section V-C), for which we automatically determine optimized values via auto-tuning (in Section VI) – different parameter values lead to semantically-equal but differently-optimized variants of our code.

With parameters 1-2 in the table, we optimize our code for OpenCL’s platform model, with parameters 3-6 for the memory model, and parameters 7-10 are for both models.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NUM_WG(^{i\times})</td>
<td>number of Work-Groups</td>
</tr>
<tr>
<td>2</td>
<td>NUM_WI(^{i\times})</td>
<td>number of Work-Items</td>
</tr>
<tr>
<td>3</td>
<td>LT_SIZE(^{i\times})</td>
<td>local tile size</td>
</tr>
<tr>
<td>4</td>
<td>PT_SIZE(^{i\times})</td>
<td>private tile size</td>
</tr>
<tr>
<td>5</td>
<td>MEM_TNR(^{i\times})</td>
<td>memory regions for caching input</td>
</tr>
<tr>
<td>6</td>
<td>MEM_RES(^{i\times})</td>
<td>memory regions for comp. results</td>
</tr>
<tr>
<td>7</td>
<td>(s^{LYR}_{arr\rightarrow ocl})</td>
<td>mapping array to OpenCL dimensions</td>
</tr>
<tr>
<td>8</td>
<td>(s^{LYR}_{buf\rightarrow do})</td>
<td>buffer dimension order</td>
</tr>
<tr>
<td>9</td>
<td>(s^{MDH}_{do})</td>
<td>MDH dimension order</td>
</tr>
<tr>
<td>10</td>
<td>CMB_RES</td>
<td>layer to combine results on</td>
</tr>
</tbody>
</table>

**TABLE I:** Tuning parameters our OpenCL code for MDHs.

\(\text{a)}\) Parallelization Parameters: We use parameters 1 and 2 to arbitrarily set the granularity of parallelism in our implementation by flexibly choosing the numbers of work-groups (NUM_WG\(^{i\times}\)) and work-items (NUM_WI\(^{i\times}\)) – we parallelize our computations in all dimensions of the target
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Table I to flexibly set the sizes of local and private tiles in our implementation, i.e., chunks of the input that are processed by a WG or WI, correspondingly. We tile our input on both layers and in all \( d \) dimensions of the multi-dimensional input. In contrast, the related work often has restrictions in the tile size, e.g., a fixed size of 1 in some dimensions, leading to poor performance, as we demonstrate experimentally in Section VII. Note that we have no correlation between our parallelization and tiling parameters (1-2 and 3-4); we allow WGs to process an arbitrary number of local tiles and WIs to process an arbitrary number of private tiles; this increased flexibility enables optimizing our code individually for each of the two OpenCL’s models.

We use parameter 5 to flexibly set the parts of the local and private tiles that we aim to explicitly cache in local or private memory. We define the parameter individually for each i) layer \( \mathcal{L} \in \{G, L, P\} \) – global (G) where the local tiles are processed, local (L) where private tiles are processed, and private (P) where the individual elements...
within a private tile are processed; ii) input buffer \( b \) of the (input) view; iii) dimension \( i \in \{1, \ldots, d\} \) of the MDH.

For example, we can use this parameter to explicitly cache local tiles in local memory by setting \( \text{MEM}_\text{INP}^{\text{CL}, b, i} = \_\text{local} \) for all dimensions \( i \in \{1, \ldots, d\} \) and view’s input buffers \( b \). Note that we can use this parameter also to avoid explicitly caching the input, by setting \( \text{MEM}_\text{INP}^{\text{CL}, b, i} = \_\text{global} \) for all layers, buffers, and dimensions, which is beneficial for devices with automatically managed caches (e.g., CPUs) – note that when caching in local/private memory is disabled, we still tile the input according to parameters 3 and 4 (a.k.a. cache blocking [59]).

Parameter 6 specifies the memory region in which computed results of WGs and WIs are stored. The parameter specifies the memory region individually for: i) OpenCL’s different layers \( \text{LYR} \in \{\text{G}, \text{L}, \text{P}\} \), ii) the MDH’s different dimensions \( i \in \{1, \ldots, d\} \), and iii) buffers \( b \) of the output view. For example, the parameter enables avoiding a too heavy private memory usage (which causes, e.g., register spilling [58]), by storing the results of processed private tiles in local memory, rather than in private memory.

c) Parallelization/Tiling Parameters: Parameter 7 is a permutation function on dimensions \( \{1, \ldots, d\} \) and defined individually for OpenCL’s local (\( \text{L} \)) and private (\( \text{P} \)) layer \( \text{LYR} \in \{\text{L}, \text{P}\} \). We use it to flexibly set the mapping between the dimensions of the multi-dimensional input array and WGs/WIs; for example, \( \sigma_\text{arr-to-cl}^{\text{cl}}(0) = 1 \) means that consecutive array elements in dimension 0 are processed by WGs with consecutive OpenCL id in dimension 1. Using this parameter, we enable locality-aware memory access patterns for WGs and WIs for arbitrary data layouts of the input array (e.g., transposed/non-transposed), because locality is exploited in OpenCL when WGs and WIs with consecutive OpenCL ids in first dimension access consecutive memory regions. Locality is a fundamental hardware principle and as such important for high performance.

Parameter 8 further contributes to better exploiting locality; it is again a permutation function on dimensions, and is set individually for OpenCL’s local (\( \text{L} \)) and private (\( \text{P} \)) layer, \( \text{LYR} \in \{\text{L}, \text{P}\} \), and buffer \( b \) of the input view. The parameter sets the order of dimensions of the local and private memory buffers that we use for explicitly caching tiles of the input array. For example, the parameter enables caching a transposed input buffer as non-transposed in local memory (by switching the order of local buffer’s dimensions), which usually contributes to better exploiting locality.

Parameter 9 sets the order in which we process the MDH’s \( d \) different dimensions on OpenCL’s global (\( \text{G} \)), local (\( \text{L} \)), and private (\( \text{P} \)) layer, \( \text{LYR} \in \{\text{G}, \text{L}, \text{P}\} \). For example, using this parameter, we enable postponing processing dimensions whose combine operator is concatenation. This often improves performance, because other combine operators (e.g., addition) can be applied to the individual elements of the (non-concatenated) data in parallel. Furthermore, postponing concatenation also allows concatenating results directly in global memory, which saves local and private memory.

Parameter 10 sets if WIs’ results should be combined on global, local, or private layer. For example, combining the WIs’ results early, e.g., after each WI processed a private tile, reduces consumption of fast memory resources, but requires to combine the WIs’ results very often (once per private tile). In contrast, combining WIs’ results late, e.g., after all local tiles are processed, requires combining WIs’ results only once; however, at the cost of an increased usage of fast memory resources.

C. OpenCL Implementation for MDHs

a) Implementation of Views: Before presenting our generated OpenCL code for MDHs, we discuss views which prepare a domain-specific input (or output) for MDHs, as discussed in Section IV. We implement views by performing straightforward index computations, rather than costly memory operations.

The user can conveniently define view functions in our approach. For example, the following view expression defines function view_gemm for BLAS routine GEMM (see Section IV):

\[
\text{view}(\text{A,B})(i,j,k)(\text{A}(i,k),\text{B}(k,j))
\]

Our code generator automatically generates from this expression an OpenCL preprocessor macro of the following form:

\[
\#define \text{view}\_\text{gemm}(\text{A,B }, i,j,k ) \\
( \text{A}[i][k], \text{B}[k][j] )
\]

The macro takes as input the two matrices \( \text{A} \) and \( \text{B} \) and the array indices \( i,j,k \); it yields the pair \( (\text{A}[i][k], \text{B}[k][j]) \) which is used as input for GEMM’s scalar function \( f = * \) (see Section IV).

Views have to provide two additional functions for explicitly copying the local and private tiles to local or private memory – both functions are automatically generated in our approach. For example, for BLAS routine GEMM, we copy an \( M \times K \)-sized chunk of input matrix \( \text{A} \) and a \( K \times N \)-sized chunk of matrix \( \text{B} \) to local memory, and we generate a preprocessor macro to access the chunks in local memory as a 3-dimensional array of size \( M \times N \times K \), as discussed above. We refrain from discussing our generated code for these two copy functions, because both implement straightforward copy operations in OpenCL.

b) Pseudocode: Listing 1 shows our generated OpenCL code (as pseudocode) for an arbitrary \( d \)-dimensional MDH

\[
\text{md}_\text{hom}(f, (\oplus_1, \ldots, \oplus_d))
\]

The code is executed by the WIs in parallel in a Single-Program Multiple-Data (SPMD) fashion. Tuning parameters (see Table I) are highlighted in the listing; we determine the optimized values of these parameters via auto-tuning (this is described in Section VI), and we textually replace the parameters in our code by these optimized values before executing the code.

In the listing, each WI iterates over the local tiles that are processed by its corresponding WG, in each of the MDH’s \( d \) dimensions (lines 13-15), and in each such iteration,
```c
#define NUM_LT_ITRS_i (LT_SIZE_i - 1) / LT_SIZE_i
#define NUM_PT_ITRS_i (PT_SIZE_i - 1) / PT_SIZE_i

res_G_b_i, then the private tiles within a local tile are processed
(res_LYR_b_i);

<LYR> __kernel
+=
NUM_PT_ITRS_i (WG_ID_i = get_group_id(
)
+
);
MEM_RES
/ res_L_b_i;

for / res_L_b_i>
PT_SIZE
MEM_INP
+=
+=
...

WI_ID_i = get_local_id(

);)
// global layer: iteration over local tiles
for (i_lt_ = 0, ..., NUM_LT_ITRS_i - 1) {
}

// local layer: iteration over private tiles
for (i_pt_ = 0, ..., NUM_PT_ITERATIONS_i - 1) {
}

// private layer: computing a private tile
for (i_LT = 0, ...,

)

}

Listing 1: OpenCL implementation (pseudocode) for MDHs.
```

the WI iterates over the private tiles within its WG’s local tile of the actual iteration (lines 17-19). Tuning parameters \( \sigma_{\text{mdh-do}}^{<G>} \) and \( \sigma_{\text{mdh-do}}^{<LYR,b,i>} \) set the order in which local and private tiles are processed on global (G) and local (L) layer; for example, on local layer, if \( \sigma_{\text{mdh-do}}^{<G>} = \sigma_{\text{mdh-do}}^{<LYR,b,i>} (2) = d - 1 \), then the private tiles within a local tile are processed first in dimension \( d \), then in dimension \( d - 1 \), and so on. The parameters enable, e.g., to postpone concatenation as discussed above. The number of loop iterations over local/private tiles (lines 13-15 and 17-19) are computed straightforwardly in lines 1 and 2. Note that in our example in Figure 1, for a better illustration, we started exactly one WG/WI per local/private tile, causing only one iteration of these loops.

A WI computes (in parallel to the other WIs) a private tile (lines 21-26); for this, the WI applies the MDH’s scalar function \( f \) to the tile’s individual elements (line 24), and it combines the obtained results in the MDH’s different dimensions using the corresponding combine operators (denoted as \( +\sigma_{\text{arr}} \), ..., \( +\sigma_{\text{arr}} \) in the listing). The operators are applied in the order \( \sigma_{\text{mdh-do}}^{<G>} (d) \rightarrow ... \rightarrow \sigma_{\text{mdh-do}}^{<G>} (1) \), according to parameter 9 in Table I.

To enable fast memory accesses, we cache the input explicitly in local and private memory, according to parameter \( \text{MEM_INP}^{<LYR,b,i>} \) (no. 5 in Table I), using the view’s automatically generated copy functions (discussed in the previous section). For example, when \( \text{MEM_INP}^{<LYR,b,i>} = \_\text{local} \), for all \( i \in \{1, ..., d\} \) and buffers \( b \) of the input view, we cache local tiles in local memory by calling the corresponding copy function after line 15 (not shown in the listing for brevity). In this case, we generate the following local memory buffer (in line 9) to cache the content of view’s input buffer \( b^{\_\text{local}} \).

Here, parameter \( \text{MEM_INP}^{<LYR,b,i>} \) (no. 8 in the table) preferably sets the buffer’s order of dimensions, which enables better exploiting locality, e.g., when the input is transposed (see Section V-B).

The WI combines its results on private (\( P \)) layer in the \( d \) different dimensions, using the MDH’s combine operators. For this, it uses the memory regions \( \text{res}_P^{<G>} \) (lines 24-26) – i.e., \( \text{res}_P^{<G>} (d) \ldots \text{res}_P^{<G>} (1) \) (declared in line 10) after permuting dimensions according to function \( \sigma_{\text{mdh-do}}^{<G>} (i) \). The WI uses first \( \text{res}_P^{<G>} (d) \) as the memory space for combining its results in dimension \( \sigma_{\text{mdh-do}}^{<G>} (d) \) (line 24); analogously, it uses \( \text{res}_P^{<G>} (d - 1) \ldots \text{res}_P^{<G>} (1) \) for combining its results in the further dimensions (line 25-26). We flexibly set the memory region in which the \( \text{res}_P^{<G>} (i) \), \( i \in \{1, ..., d\} \), reside (line 10) via tuning parameter \( \text{RES}^{<LYR,b,i>} \) (no. 6 in the table) to avoid a too heavy private and/or local memory usage, as discussed in Section V-B. Results on local and global layer are combined analogously (lines 27-29 and 30-32).

We combine the results of different WIs using parallel reduction. The WIs’ results can be combined at different layers (according to tuning parameter 10 in Table I), e.g., after a private or local tile has been processed. For example, combining results early usually decreases consumption of fast memory resources, because afterwards, memory space is required for only one WI; however, in contrast to combining results late, WIs’ results have to be combined more often. We do not present the combination of WIs’ results in our pseudocode, because this is straightforward.

Note that in our code, we efficiently exploit locality by flexibly setting the mapping between array and OpenCL dimensions (lines 6-7), using tuning parameter \( \sigma_{\text{arr-nocl}}^{<LYR,b,i>} \) (no. 7 in Table I).

Note further, that for clarity, we present a simplified pseudocode of our OpenCL implementation. In particular, we assume in our discussion that the input can be evenly partitioned in local tiles (i.e., the input size \( N_i \) is evenly divisible by
and that the number of local tiles is a multiple of the number of WGs (i.e., \(N_i / LT\_SIZE_i\) is divisible by \(NUM\_WG^{\text{by}}\)) – see line 1 in Listing 1; the same applies in line 2 to the private tile size and number of WGs. We do not have these restrictions in our actual implementation.

In the following, we implement MDHs using our own code generator, implemented in C++: it takes as input an MDH’s md_hom expression and view function (see Section III), and it straightforwardly emits the corresponding OpenCL code for the MDH according to Listing 1.

VI. AUTO-TUNING

We fully automatically optimize our generated code (Listing 1) – for any combination of an MDH function, device, and input size – by automatically choosing (auto-tuning) optimized values of its tuning parameters listed in Table I.

As concrete auto-tuner, we use the generic Auto-Tuning Framework (ATF) [60] – it automatically determines optimized values of the tuning parameters by exploring the parameters’ search space (i.e., each possible combination of parameters’ values). To provide good search results for applications from various domains, ATF uses for exploration ensembles of search techniques, e.g., Differential Evolution, Nelder-Mead, and Particle Swarm, similarly as in [61].

A major feature of ATF is that it efficiently handles tuning parameters with interdependencies between them. For example, in our generated code, the private tile size has to be smaller or equal to the local tile size (parameters 3 and 4 in Table I), because a private tile is a chunk of the local tile. Consequently, these tuning parameters have the following interdependency: \(PT\_SIZE_i < LT\_SIZE_i\) for \(i \in \{1, \ldots, d\}\).

For using ATF, we provide to it: i) our generated OpenCL code (Listing 1), ii) its tuning parameters (Table I) and their corresponding interdependencies (expressed in ATF as straightforward boolean expressions), iii) the OpenCL id of our target device, and iv) the sizes of the input array in the particular dimensions. ATF’s usage is discussed in [60].

ATF requires a reasonable amount of time for auto-tuning our code, e.g., 4h for BLAS routines. As compared to the time and effort required for manually implementing and hand-optimizing code, for a particular device and input size, by an expert implementer, this time for fully automatic optimization can be neglected. Furthermore, in important application areas, e.g., deep learning, auto-tuning has to be performed only once per target device, because the same algorithms and input sizes are reused in multiple program runs, i.e., auto-tuning is an only one-time overhead. However, when the code for a particular device and/or input size is not reused, then auto-tuning can be time-critical. For such cases, we can auto-tune our code to achieve an average high performance over different input sizes. Alternatively, we can significantly reduce the auto-tuning time by straightforward splitting the search space into equally-sized parts and exploring each part in parallel on a different device. For example, using this approach, we reduce our tuning time for BLAS routines from 4h to only 1h when using 4 GPUs simultaneously for auto-tuning.

VII. EXPERIMENTAL EVALUATION

We use our approach to automatically generate optimized code for computations from four important areas: 1) dense liner algebra (BLAS), 2) stencil computations, 3) data mining, and 4) tensor contractions. We compare the performance of our automatically generated and auto-tuned code on two fundamentally different devices – Intel CPU and NVIDIA GPU – to several state-of-practice approaches. To make comparison challenging for us, we use input sizes that are: i) used in real-world applications, e.g., the deep-learning framework Caffe [9], or ii) very preferable for our competitors which are often optimized toward specific input sizes, e.g., large powers of two.

A. Linear Algebra Routines (BLAS)

We focus on two of the most relevant BLAS routines (Section IV-A) – GEMM (GENeral Matrix-Matrix multiplication) and GEMV (GENeral Matrix-Vector multiplication). We express these two routines using the md_hom pattern (as described in Section IV-A), and we generate and auto-tune our code according to Sections V and VI.

a) Competitors: We compare the performance of our code on Intel CPU and NVIDIA GPU against well-performing BLAS competitors: 1) Lift – an academic framework that is closely related to our approach and has proven to provide high, portable performance for BLAS [47], and 2) Intel MKL 2019.3.199 and NVIDIA cuBLAS 10.1 – the latest versions – which are vendor-provided BLAS libraries that are optimized by hand at the assembly level to provide high performance on Intel or NVIDIA hardware, correspondingly. We also compare to the MDHs’ initial OpenCL implementation described in [5].

b) Input Size: For comparison, we use for each routine two sizes: i) a real-world input size (abbreviated by RW in the following) taken from the state-of-the-art deep-learning framework Caffe [9]; for example, we use for GEMM’s \(M \times K \times N\) input matrices a size of \((M, N, K) = (10, 500, 64)\) which is repeatedly called in Caffe’s siamese sample, and ii) an input size that is preferable for our competitors (abbreviated by PC), e.g., big, square, power-of-two input matrices of size \(1024 \times 1024\) taken from [62] for which Lift, MKL and cuBLAS are highly optimized.

c) Auto-Tuning: For each routine, we auto-tune our corresponding code for 4h for each individual combination of a device and input size (8 combinations in Figure 2). The Intel MKL and NVIDIA cuBLAS libraries rely on handcrafted heuristics and thus, they do not require tuning. For BLAS, Lift’s search space is pruned by the Lift experts to only one OpenCL implementation per routine, and thus, Lift also does not require additional auto-tuning; however, with drawbacks presented in the following.

d) Experimental Results: In Figure 2, we demonstrate the speedup of our code for GEMM and GEMV on both Intel CPU (left) and NVIDIA GPU (right) over the Lift approach – the Lift programs are taken from the expert-implemented artifact implementation in [62]. We can observe that our GEMM implementation provides competitive and
We compare the performance of our code also to the MDHs’ initial implementation in [5]. In all cases, we measure a speedup > 1. Our highest speedups are 2.64× on CPU and 5.5× on GPU – in both cases for GEMM on the PC size. The reason for this improvement is that our MDHs’ implementation is targeted to both OpenCL’s models – platform and memory – by incorporating a parameterized parallelization and tiling strategy, while the implementation in [5] targets the platform model only. Moreover, we exploit OpenCL’s platform model more efficiently as compared to [5] by avoiding correlations between our tuning parameters for the platform and memory model (see Sections II and V).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CPU</th>
<th>GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift</td>
<td>GEMM</td>
<td>GEMV</td>
</tr>
<tr>
<td>RW</td>
<td>PC</td>
<td>RW</td>
</tr>
<tr>
<td>Lift</td>
<td>31</td>
<td>339</td>
</tr>
<tr>
<td>Lift</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lift fails</td>
<td>111</td>
<td>15</td>
</tr>
<tr>
<td>Lift fails</td>
<td>3.04</td>
<td>1.51</td>
</tr>
<tr>
<td>Lift</td>
<td>7</td>
<td>456</td>
</tr>
<tr>
<td>Lift</td>
<td>4.22</td>
<td>0.74</td>
</tr>
<tr>
<td>Lift</td>
<td>1.37</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>GPU</th>
<th>GEMM</th>
<th>GEMV</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU</td>
<td>RW</td>
<td>PC</td>
<td>RW</td>
</tr>
<tr>
<td>Lift</td>
<td>99</td>
<td>8996</td>
<td>415</td>
</tr>
<tr>
<td>Lift</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lift</td>
<td>23</td>
<td>7713</td>
<td>118</td>
</tr>
<tr>
<td>Lift</td>
<td>4.33</td>
<td>1.17</td>
<td>3.52</td>
</tr>
<tr>
<td>Lift</td>
<td>34</td>
<td>10820</td>
<td>404</td>
</tr>
<tr>
<td>Lift</td>
<td>2.91</td>
<td>0.83</td>
<td>1.03</td>
</tr>
<tr>
<td>Lift</td>
<td>84</td>
<td>36474</td>
<td>N/A</td>
</tr>
<tr>
<td>Lift</td>
<td>1.18</td>
<td>0.25</td>
<td>N/A</td>
</tr>
</tbody>
</table>

We achieve competitive and, on the RW deep-learning input size, even better performance for GEMM as compared to MKL and cuBLAS. Note that we achieve this high performance, even though our approach is not designed and/or optimized toward BLAS and/or a particular device, while our competitors are specifically designed and hand-optimized for BLAS on either Intel CPU or NVIDIA GPU, correspondingly. We explain our good performance by the fact that we rely on a parameterized implementation that is auto-tuned for high performance for a particular combination of device and also input size; in contrast, MKL and cuBLAS rely on a set of pre-defined implementations, each optimized for a range of input sizes, to avoid auto-tuning overhead. This is beneficial when a BLAS routine is not reused on the same input size, because auto-tuning then becomes a bottleneck; however, in important application areas such as deep learning, the same sizes are reused in each program run, so that tuning time can be neglected.

The better performance of MKL and cuBLAS than our implementation for GEMM on the PC size is arguably explained by their BLAS-specific optimizations at the assembly level which cannot be expressed in OpenCL [63]. In particular, cuBLASLt provides significantly better performance than our approach, because it exploits the NVIDIA’s novel Tensor Cores [64] which currently cannot be programmed using OpenCL. Note that MKL-JIT is specifically designed for small input sizes (such as our RW size) and thus, it is not applicable for large sizes such as PC.

In Figure 2, we compare also to the expert-designed, hand-optimized BLAS libraries Intel MKL and NVIDIA cuBLAS and their novel extensions – MKL-JIT [49] and cuBLASLt [50] – for high-performance GEMM. MKL-JIT is highly optimized for GEMM on small input sizes, e.g., as occurring in deep learning, and cuBLASLt provides the special cublasLtMatmul routine that provides advanced optimization options, e.g., using NVIDIA’s novel tensor cores and selecting an optimized so-called algorithm for high performance on arbitrary input sizes.

We achieve competitive and, on the RW deep-learning input size, even better performance for GEMM as compared to MKL and cuBLAS. Note that we achieve this high performance, even though our approach is not designed and/or optimized toward BLAS and/or a particular device, while our competitors are specifically designed and hand-optimized for BLAS on either Intel CPU or NVIDIA GPU, correspondingly. We explain our good performance by the fact that we rely on a parameterized implementation that is auto-tuned for high performance for a particular combination of device and also input size; in contrast, MKL and cuBLAS rely on a set of pre-defined implementations, each optimized for a range of input sizes, to avoid auto-tuning overhead. This is beneficial when a BLAS routine is not reused on the same input size, because auto-tuning then becomes a bottleneck; however, in important application areas such as deep learning, the same sizes are reused in each program run, so that tuning time can be neglected.

The better performance of MKL and cuBLAS than our implementation for GEMM on the PC size is arguably explained by their BLAS-specific optimizations at the assembly level which cannot be expressed in OpenCL [63]. In particular, cuBLASLt provides significantly better performance than our approach, because it exploits the NVIDIA’s novel Tensor Cores [64] which currently cannot be programmed using OpenCL. Note that MKL-JIT is specifically designed for small input sizes (such as our RW size) and thus, it is not applicable for large sizes such as PC.

We compare the performance of our code also to the MDHs’ initial implementation in [5]. In all cases, we measure a speedup > 1. Our highest speedups are 2.64× on CPU and 5.5× on GPU – in both cases for GEMM on the PC size. The reason for this improvement is that our MDHs’ implementation is targeted to both OpenCL’s models – platform and memory – by incorporating a parameterized parallelization and tiling strategy, while the implementation in [5] targets the platform model only. Moreover, we exploit OpenCL’s platform model more efficiently as compared to [5] by avoiding correlations between our tuning parameters for the platform and memory model (see Sections II and V).

B. Stencil Computations

In the following, we demonstrate experimental results for two important stencil computations (Section IV-B) – Gaussian Convolution (2D) and Jacobi (3D) [48].

a) Competitors: We compare the performance of stencil computations when implemented using our approach against: 1) Lift which provides high, portable performance for stencil computations [48], and 2) Intel MKL-DNN 0.18 [65] and NVIDIA cuDNN 7.5 [66] – the latest versions – which are both optimized by hand for high performance on either Intel CPU or NVIDIA GPU, respectively.

For a fair comparison to Lift, we configure our stencils according to Lift’s artifact implementation [67], i.e.: we use in our experiments for the Gaussian stencil a 5 × 5 filter size, and we use a 7pt stencil shape for the Jacobi stencil; for both stencils, we use a single time step (i.e., $T = 1$), exactly as in the Lift’s artifact.
b) Input Size: We use i) real-world sizes (RN in the following) of $224 \times 224$ for Gaussian Convolution taken from the area of deep learning [68], and $256 \times 256 \times 256$ for Jacobi [67], and ii) large input sizes which are preferable for our competitors (PC), of $4096 \times 4096$ for Gaussian Convolution and $512 \times 512 \times 512$ for Jacobi, both taken from [67].

c) Auto-Tuning: While for BLAS, the Lift’s search space is pruned to only one OpenCL implementation, Lift’s search space for Gaussian Convolution is hand-pruned to four implementations and to one implementation for Jacobi. In contrast to Lift’s BLAS implementations, these implementations for Gaussian Convolution and Jacobi are generic in performance-critical parameters – the number of work-groups and work-items, and the size of local tiles (similar to parameters 1-3 in Table I). Lift auto-tunes each of the 4 Gaussian implementations for 1.25h (i.e., 5h in total) and the Jacobi implementation for 5h; for this, Lift also uses the ATF framework as we do. For a fair comparison, we use the same auto-tuning time of 5h for optimizing our code for each individual combination of a stencil computation, device, and input size (8 combinations in Figure 3). Intel MKL-DNN and NVIDIA cuDNN do not require additional tuning, because they rely on handcrafted heuristics.
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**Fig. 3:** Speedup (SP) of our automatically generated and auto-tuned code for stencil computations on Intel CPU (left) and NVIDIA GPU (right) using a real-world input size $RW$ and an input size $PC$ that is preferable for our competitors. MKL-DNN and cuDNN are both not applicable for Jacobi.

d) Experimental Results: In Figure 3, when comparing to Lift – the Lift programs are taken from the artifact implementation in [67] – we observe better results with our MDH approach, because Lift’s search space of OpenCL implementations is manually pruned toward GPU architectures and large input sizes. Thus, even though Lift performs auto-tuning (similarly as in our approach), it misses good results for CPU and real-world input sizes as used in deep learning. Increasing the auto-tuning time of Lift, to 24h, could not improve its performance, because well-performing implementations have been pruned out of its search space.

We obtain better results also than Intel MKL-DNN and NVIDIA cuDNN, because both approaches are optimized for *Multi-Channel Convolutions (MCC)* [65, 69] where a stencil computation is performed multiple times, e.g., as in deep learning. Note that for comparison, we have chosen Gaussian and Jacobi, because both are very favorable for Lift which is the fair competitor for us. We cannot compare to Intel MKL-DNN and NVIDIA cuDNN for Jacobi, because both are only applicable for stencils that are convolutions, such as Gaussian.

We can easily express MCC in our approach as a 5-dimensional stencil computation where the last combine operator is addition. We compare the performance of our MDH approach for MCCs to both MKL-DNN and cuDNN using a real-world input size of $1 \times 512 \times 7 \times 7 \times 512$, taken from the area of deep learning for which MKL-DNN and cuDNN are optimized.

Our speedup for MCC over Intel’s MKL-DNN (CPU) is $1.3 \times$, and over NVIDIA’s cuDNN (GPU), we reach a speedup of $3.31 \times$. Our good results are because MKL-DNN and cuDNN use hand-crafted heuristics for optimization, while we rely on auto-tuning to provide high performance. We cannot compare our MCC implementation to Lift, because currently, there is no Lift implementation of MCCs available for Intel CPU or NVIDIA GPU.

When comparing our code generation approach to the MDHs’ initial implementation in [5], we reach for stencils again significantly better results – a speedup $> 1$ in all cases, with speedups up to $2.65 \times$ on CPU and $1.69 \times$ on GPU. Analogously to BLAS, this is because we target also the OpenCL’s memory model, and we better exploit the OpenCL’s platform model.

C. Data Mining

a) Competitor: We compare our generated and auto-tuned code for PRL (Section IV-C) to the PRL implementation of the Epidemiological Cancer Registry (EKR) in North Rhine-Westphalia (Germany) – the currently largest cancer registry in Europe. EKR uses for PRL a parallel Java implementation that targets multi-core CPUs.

b) Input Size: We perform our experiments using real-world input data provided by EKR. The EKR’s data set contains $2^{20}$ patient records; we present results for differently-sized subsets of the the EKR-provided data.
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**Fig. 4:** Speedup (SP) of our automatically generated and auto-tuned code for Probabilistic Record Linkage (PRL) on Intel multi-core CPU. We compare to the EKR’s currently used parallel Java implementation for PRL.

c) Auto-Tuning: We auto-tune our implementation only once for a batch-size of $1024 \times 1024$. This batch size fully exploits the capabilities of our CPU or GPU, respectively, so that we can reuse our auto-tuned implementation for that size for all input sizes shown in Figure 4, i.e., our tuning
time (of 24h) becomes negligible, because it is an only one-time overhead. The Java implementation of EKR does not rely on auto-tuning – it starts as many threads as the target CPU provides cores – and thus, it has no additional overhead for tuning.

d) Experimental Results: Figure 4 demonstrates that our generated and auto-tuned OpenCL code has significantly better performance than EKR’s parallel Java implementation – speedups > 39×. This is because the EKR’s implementation inefficiently exploits memory, while our implementation incorporates an efficient tiling strategy. Our generated OpenCL code can also easily be auto-tuned and executed on GPU, leading to speedups of up to > 65× as compared to the EKR’s parallel Java implementation that works for only multi-core CPU.

D. Tensor Contractions

a) Competitors: We compare our generated and optimized code for tensor contractions (Section IV-D) to COGENT [22] and Facebook’s Tensor Comprehensions [21] – both are specifically designed and optimized for tensor contraction on NVIDIA GPUs.

b) Input Size: For a fair comparison, we use the 9 real-world tensor contraction samples from COGENT’s artifact implementation [22], which are taken from the TCCG benchmark suite [70].

c) Auto-Tuning: Tensor Comprehensions relies on auto-tuning (as our approach) and thus, it has an additional tuning overhead – of 12h on average for each of the 9 samples. The overhead is negligible when targeting deep learning – a common application field for tensor contractions – because the same contractions are reused in multiple program runs, i.e., auto-tuning has to be performed only once for a neural network on a particular system. For a fair comparison, we autotune our implementation also for 12h, analogously to Tensor Comprehensions. COGENT relies on hand-crafted heuristics and thus, it does not require additional tuning time.

d) Experimental Results: In Figure 5, we observe that we reach competitive and often even significantly better performance than both COGENT and Tensor Comprehensions – speedups of up to 2× over both competitors. This is because we provide a more flexible implementation: for example, COGENT’s private tile sizes are restricted in the summation dimensions (i.e., where the combine operator is ⊕) to the fixed size of 1, while we allow arbitrary tile sizes in all dimensions, leading to higher performance. Note that increasing Tensor Comprehension’s auto-tuning time, to 24h for the \( R^4 \) size which has arguably the highest potential for higher performance, could not improve its performance. As compared to MDH’s initial implementation [5], we again reach significantly better results for all input sizes (speedups of up to 2.46×).

Note that we reach better results than COGENT and Tensor Comprehensions, even though both approaches are specifically optimized for tensor contractions on NVIDIA GPUs, while our MDH approach is applicable for various application classes and devices.

Fig. 5: Speedup (SP) of our automatically generated and auto-tuned code for Tensor Contractions over Facebook’s Tensor Comprehensions (F-TC) and COGENT on NVIDIA GPU using 9 real-world (\( R^\infty \)) samples.

VIII. CONCLUSION & FUTURE WORK

We present a novel OpenCL code generation approach for Multi-Dimensional Homomorphisms (MDH) – a class of functions which can be conveniently expressed using the \( \text{md}_\text{hom} \) parallel pattern. We demonstrate for important data-parallel computations – from different domains: 1) dense linear algebra (BLAS), 2) stencil computations, 3) data mining, and 4) tensor contractions – that they can be conveniently expressed in the MDH formalism, and that we can automatically generate OpenCL code for them. Our generated code achieves high, portable performance over different parallel devices and input sizes by incorporating a parameterized parallelization and tiling strategy, generically for arbitrary MDH functions. We show that our code can be automatically optimized – for any combination of an MDH function, target device, and input size – by using classical auto-tuning for determining optimized values of our two strategies’ parameters. Our experimental results show competitive and often even better performance of our automatically generated and auto-tuned code as compared to several state-of-practice approaches: we demonstrate speedups of up to 5× over popular, performance-portable approaches, and competitive or even better performance as compared to hand-optimized approaches (e.g., Intel MKL and NVIDIA cuBLAS) on real-world input data as used in deep learning.

In future work, we aim to generate efficient, portable code for composed \( \text{md}_\text{hom} \) expressions – by generating a single, optimized OpenCL implementation for such expressions with fused loops – thereby enabling with the MDH approach code generation for more complex applications, e.g., machine-learning graphs [71]. We aim to target also sparse computations, for which the MDH approach has to be slightly extended, by irregularly shaped input arrays.
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ARTIFACT DESCRIPTION

A. Abstract

This artifact describes the experiments that were conducted for the PACT’19 paper Generating Portable High-Performance Code via Multi-Dimensional Homomorphisms. The following workflow makes use of scripts to compile, run, and evaluate the presented benchmarks in Figures 2 - 5. At least one OpenCL-enabled device is required and, in case the user intends to execute the NVIDIA cuBLAS, NVIDIA cuBLASLt, NVIDIA cuDNN, COGENT or Tensor Comprehensions benchmarks, an NVIDIA GPU is required, as well. We expect performance results analogous to those presented and discussed in Section VII.

B. Artifact check-list (meta-information)

- **Compilation**: C++ Compiler with C++14 support.
- **Run-time environment**: Linux OS with OpenCL, CMake 3.8 or higher, Boost 1.56 or higher, Python 2.7, Java 8 SDK, Intel MKL 2019.3.199, NVIDIA cuBLAS 10.1, NVIDIA cuDNN 7.5, Tensor Comprehensions 0.1.1.
- **Hardware**: An OpenCL-enabled device; optionally, an NVIDIA GPU.
- **Execution**: Ensure that no other programs are running while performing steps E.2 and E.3 in Sections Auto-Tuning and Benchmarking.
- **Output**: Tables showing speedups (analogous to Figures 2 - 5).
- **Experiments**: All experiments can be executed using our provided bash scripts.
- **How much disk space required (approximately)?**: 3 GB.
- **Publicly available?**: Yes.

C. Description

1) **How delivered**: The artifact archive is hosted at https://gitlab.com/mdh-project/pact_2019_artifact.

2) **Hardware dependencies**: At least one OpenCL-enabled device is required in a system with at least 16 GB RAM. Additionally, an NVIDIA GPU is required in case the user intends to execute the NVIDIA cuBLAS, NVIDIA cuBLASLt, NVIDIA cuDNN, COGENT, or Tensor Comprehensions benchmarks.

3) **Software dependencies**: The artifact has several software dependencies:
   - A compiler supporting C++14 or higher,
   - OpenCL 1.2,
   - CMake 3.8 or higher,
   - Python 2.7,
   - Java 8 SDK,
   - tabulate Python package,
   - OpenTuner 0.8.0,
   - jq,
   - Intel MKL 2019.3.199,
   - NVIDIA cuBLAS 10.1,
   - NVIDIA cuDNN 7.5,
   - Tensor Comprehensions 0.1.1.

In addition, Lift has the following dependencies:
   - Boost 1.56 or higher
   - OpenGL (libmesa)
   - OpenSSL
   - finger

D. Installation

The following steps are required for installing the artifact:

1) **Install the dependencies**:
   Detailed installation instructions can be found in file README.md in the artifact archive.

2) **Download the artifact**:
   $ git clone https://gitlab.com/mdh-project/pact_2019_artifact.git
   $ cd pact_2019_artifact

3) **Configure the benchmarks**:
   Adapt the file environment.env to set the OpenCL platform and device id, and to optionally disable reference implementations that should not be evaluated (e.g., to reduce artifact’s runtime). Note that in order to evaluate COGENT, the CUDA_ARCH variable in file environment.env has to be set appropriately.
   Afterwards, execute:
   $ source environment.env

4) **Compile the benchmarks**:
   $ ./scripts/install.sh
   We expect dependencies to be installed in their default locations; otherwise, the user has to pass corresponding flags to our install.sh script, which will be directly forwarded to the underlying CMake project.

E. Experiment workflow

The user is invited to perform the following steps:

1) **Initializing the artifact**:
   Change into the artifact directory and initialize the artifact:
   $ cd pact_2019_artifact
   $ source environment.env

2) **Auto-Tuning**:
   Per default, our artifact provides pre-tuned kernels for Intel Xeon E5-2640 v2 CPU and NVIDIA Tesla V100-SXM2-16GB GPU (provided in the artifact’s defaults folder). To use our pre-tuned kernels, please execute:
   $ ./scripts/use_defaults.sh
   Be aware that – in case the artifact is executed on devices different from the ones listed in the paper – auto-tuning has to be performed in order to achieve the best, and thus portable, performance. Omitting the tuning and using our provided pre-tuned kernels for new devices may prevent the user from reproducing the results shown in the paper!
   The auto-tuning is started by executing:
   $ ./scripts/tune.sh
   Note that this step may take a long time (~ 475h per device for the full evaluation in Figures 2 - 5), because for each routine and input size, both our generated OpenCL code and some of the reference implementations (in particular: Lift and Tensor Comprehensions), are auto-tuned for several hours. The user may edit the file experiments.json to decrease the auto-tuning time, e.g., by reducing the number of input sizes to auto-tune for or the tuning time per framework. Be aware that reducing the tuning time can lead to poor performance!

3) **Benchmarking**:
   - Execute benchmarks:
     $ ./scripts/benchmark.sh
   - Print results:
     $ ./scripts/print_results.sh
   The best found configurations can be found in the results folder.

F. Evaluation and expected result

We compare the performance of our automatically generated and auto-tuned code against several state-of-practice approaches.
expect performance results that are analogous to those presented in Section VII of our paper.

G. Experiment customization

The artifact can be arbitrarily customized (e.g., regarding input sizes and frameworks to compare to) using files environment.env and experiments.json in the artifact’s root folder.

In environment.env, the user can configure the compilation step of the artifact workflow (Section D.4), e.g., disable CPU or GPU evaluation. Make sure to apply changes made to the environment.env file by executing: $ source environment.env.

In experiments.json the user can configure the auto-tuning and benchmarking step (Sections E.2 and E.3). For each routine examined in the experimental section, the user can choose which input sizes and frameworks to run, and the amount of time to use for auto-tuning our code and the reference implementations, respectively.