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Abstract – Nine years have passed since the American Registry 

for Internet Numbers exhausted its allocation of Internet Protocol 

version 4 (IPv4) addresses, and four years have passed since the 

United States Government mandated federal agencies to complete 

the transition to Internet Protocol version 6 (IPv6). Despite the 

IPv4 address shortage and IPv6 mandate, Federally Funded 

Research and Development Centers (FFRDCs) are still struggling 

to sunset IPv4. As demonstrated on SC23’s SC23v6 wireless 

network, newer tooling such as RFC8925 allows clients to disable 

their IPv4 protocol stack while retaining legacy IP connectivity via 

the RFC6145 translation algorithm. However, SC23v6 wireless 

clients without RFC8925 support or a disabled IPv6 stack would 

continue to receive internet access via legacy IPv4. This paper 

introduces a method of using poisoned IPv4 Domain Name System 

(DNS) records to gracefully inform IPv4-only clients at SC24’s 

SC24v6 wireless network about their inability to use the current 

version of internet protocol, with a goal of minimal impact to 

RFC8925 and dual-stack clients. When implemented as designed, 

this method may improve supportability and user experience of 

IPv6-only deployments at FFRDCs. 

Keywords - IPv6, Network Architecture, Network Protocol 

Migration, Network Traffic Engineering 

I. INTRODUCTION  

Internet Protocol (IP) is the standard used to send traffic 
between computer networks worldwide. Internet Protocol 
version 4 (IPv4) was originally standardized in 1981, featuring 
a 32-bit address space [1]. By the early 1990’s, it became clear 
that a new IP standard with larger address space would be 
necessary to avoid address exhaustion. The Internet Engineering 
Task Force (IETF) began accepting submissions for the next 
generation IP standard in 1993, leading to the first specification 
of Internet Protocol Version 6 (IPv6) in 1995 [2, 3]. Ratified as 

an IETF standard in 1998, IPv6 is now the current version of IP, 
featuring a 128-bit address space [4]. While the IPv4 standard 
allows for approximately 4.3 billion addresses, IPv6 allows for 
approximately 3.4×1038 addresses, effectively ending any 
address scarcity concerns. 

Multiple interim solutions to the IPv4 addressing shortage 
also appeared in the early 1990s, such as Classless Inter-Domain 
Routing (CIDR) and Network Address Translation (NAT) [5, 6]. 
Originally proposed as short-term to medium-term solutions, 
CIDR and NAT effectively allowed network operators to work 
around the IPv4 addressing shortage, in many cases 
deprioritizing the adoption of IPv6. By the late 2000s, explosive 
growth of smartphones and “Internet of Things” (IoT) device 
adoption resulted in a resurgence of interest in IPv6, culminating 
with World IPv6 Day on June 8, 2011 [7]. 

Running both IPv4 and IPv6 protocols on a network, a 
practice known as dual-stacking, has been a common 
deployment model for IPv6. However, dual-stacking does not 
address the IPv4 addressing shortage, and supporting two 
versions of IP can be challenging for IT support staff [31]. In 
2011, IETF released two standards regarding NAT64 and 
DNS64, giving network operators a platform for running IPv6-
only networks while maintaining reachability to IPv4 resources 
[8, 9]. Further improvements granting IPv6-only clients access 
to IPv4-only resources were achieved in 2013 with the 
introduction of the Customer-side Translator (CLAT) IETF 
standard [10]. With all these improvements and vendors such as 
Apple and Google rapidly adopting IETF’s RFC8925 “DHCPv4 
option 108” capability [11] in their respective operating systems, 
it is now possible to deploy IPv6-only networks to large 
campuses with seamless access to IPv4 resources [12] while also 
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allowing legacy IP clients to migrate at the pace of their natural 
life cycle. 

II. IPV6 AT ARGONNE NATIONAL LABORATORY 

The U.S. Department of Energy’s Argonne National 
Laboratory (Argonne) is a Federally Funded Research and 
Development Center (FFRDC) located in Lemont, Illinois. 
From the AVIDAC computer installed in 1953 to the Aurora 
supercomputer installed 70 years later, Argonne is no stranger 
to technology modernization and network protocol migrations 
[13]. Argonne is required to follow U.S. Office of Management 
and Budget (OMB) memorandums, including M-21-07’s 
requirements to complete the transition to IPv6 [14]. 

 Although Argonne has been the recipient of five legacy /16 
IPv4 allocations (over 300,000 usable addresses), issues related 
to IPv4 address exhaustion are common. Many wireless 
networks were originally provisioned with a single /24 address 
space (around 250 usable addresses), which was plentiful when 
employees were only connecting their desktop and laptop 
computers. Now that employees are connecting their 
smartphones, wearables, and other IoT devices, it is not 
uncommon for certain Argonne divisions to exhaust their IPv4 
addresses allocated to authenticated wireless networks. While 
expanding the IPv4 address pools on these networks with CIDR 
is possible, it requires a considerable amount of effort to change 
firewall rules and device configurations. NAT is also possible to 
resolve the IPv4 address scarcity but is avoided at Argonne on 
Internet-accessible networks due to the additional 
troubleshooting complexity and requirement of OMB 
memorandum M-21-31 to log every NAT translation [15]. 

 Having achieved compliance with previous OMB 
memorandums on IPv6, Argonne intends on achieving M-21-
07’s IPv6-only requirements. Additionally, the US Federal 
Acquisition Rules (FAR) document 11.002 has stated “Unless 
the agency Chief Information Officer waives the requirement, 
when acquiring information technology using Internet Protocol, 
the requirements documents must include reference to the 
appropriate technical capabilities defined in the USGv6 Profile 
(NIST Special Publication 500-267) and the corresponding 
declarations of conformance defined in the USGv6 Test 
Program. The applicability of IPv6 to agency networks, 
infrastructure, and applications specific to individual 
acquisitions will be in accordance with the agency's Enterprise 
Architecture (see OMB Memorandum M-05-22 dated August 2, 
2005).” [16]. Due to these FAR and OMB policies, researchers 
need to keep IPv6 in mind when performing data-intensive 
science at FFRDCs. 

A. Argonne IPv6 Timeline 

A Department of Energy Office of Science Laboratory, 
Argonne has connections into multiple research and education 
internetworks, with the highest throughput connectivity 
currently provided by Energy Science Network (ESnet). As the 
first recipient of production IPv6 address space from the 
American Registry for Internet Numbers in 1999, ESnet has 
made IPv6 available in production for Argonne since 2002 [17]. 
It was not until 2008 that Argonne received its own provider-
independent IPv6 allocation, a /48 prefix that was quickly 

utilized to achieve the IPv6 requirements of OMB’s September 
28 2010 “Transition to IPv6” memo [18].  

After the release of OMB’s M-21-07 memo in 2020, 
Argonne began an engagement with a contractor specializing in 
IPv6 transition to assist with creating a plan for IPv6-only 
networks campus-wide. One of the initial findings was that the 
/48 prefix address allocation was too small, and a /32 prefix 
should be acquired. A /48 prefix contains around 64,000 /64 
prefixes, and a /32 prefix contains around 64,000 /48 prefixes 
[27]. While the approximately 1.2×1024 addresses in a /48 would 
be sufficient to avoid address exhaustion, the minimum prefix 
length in the IPv6 internet’s default-free zone is /48, and 
Argonne wanted at least one more provider-independent prefix 
to achieve a ScienceDMZ peering configuration similar to that 
of their IPv4 architecture. The additional /32 prefix was assigned 
to Argonne in October 2022 and announced to ESnet on new 
400G peerings shortly afterwards [19]. Argonne is in the process 
of replacing its 40G enterprise edge firewall with a 100G next-
generation firewall. Deploying the new /32 prefix only onto the 
new firewall platform resulted in smoother validation of 
network architecture changes.   Figure 1 illustrates recent 
improvements to the Argonne internet edge, all of which are 
dual-stacked. 

 

Fig. 1.       Argonne IPv6 Internet Edge 

B. Immediate needs for IPv6 at ANL 

Although compliance with the goals written in OMB’s M-
21-07 IPv6 memorandum is a large motivator for completing the 
transition to IPv6 at Argonne, there are many other motivators 
for accelerating the decommissioning of IPv4 wherever possible 
on and off campus. The following three use-cases were 
specifically kept in mind when implementing the IPv6-only 
testbed described in section 4:  

• Data-intensive science involving IoT devices, especially 
projects located off-campus such as Waggle and Floto. 
While neither projects are directly using Argonne’s IPv6 
resources today, the ability for direct end-to-end 
connectivity over networks which have implemented 
Carrier-Grade NAT for IPv4 makes IPv6 highly 
desirable [20, 21] 
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• Workshops and offsite meetings where IPv4 NAT results 
in an entire location getting blocked due to a single user 
entering the incorrect username and password too many 
times. This is particularly impactful to Argonne 
Leadership Computing Facility, where many students 
will authenticate to a single login node for the first time 
during their training courses. End-to-end addressing in 
IPv6 does not suffer from this problem. 

• Environments where many computer resources are 
attempting to download a container from services such 
as Docker Hub. When behind an IPv4 proxy or NAT, all 
nodes will appear to the service as a single source IP, 
often leading to rate limits [22]. When using IPv6, each 
node uses its own IP address to access the service, 
avoiding any per-IP rate limits. 

III. IPV6 AT SCINET 

Established as the International Conference for High 
Performance Computing, Networking, Storage and Analysis 
(aka SC Conference) in 1991, SCinet is a global collaboration of 
high-performance networking experts who provide a platform 
that connects attendees and exhibitors to the world [23]. Every 
year at the SC Conference, the SCinet creed of “One year to 
design, one month to build, one week to operate, and one day to 
tear down” is practiced by these volunteers [24]. As early as 
2003, SCinet was embracing IPv6 on the show floor production 
network [25], and 20 years later SCinet made IPv6-mostly WiFi 
connectivity available at SC23 [12]. 

A. Immediate needs for IPv6 at SCinet 

The SCinet SC23 IPv6 project has largely been considered 
to have exceeded expectations and was an excellent learning 
opportunity for all volunteers, however SCinet still has a large 
amount of IPv6 work to accomplish at SC24. DHCPv4 option 
108 (commonly referred to as RFC8925, or IPv6-mostly) was 
utilized to disable IPv4 on clients which supported it, but no 
efforts to prevent IPv4-only clients from joining the SC23v6 
WiFi Service Set Identifier (SSID) were made. While being able 
to support IPv4-only, dual-stack and IPv6-only clients on the 
same WiFi SSID is certainly desirable in many networks 
(commonly referred to as “IPv6-mostly”), it may also give a 
false impression to users that their IPv4-only device is 
successfully working in an IPv6-only environment. With many 
technology decision makers at FFRDCs frequenting the SC 
Conference show floor, SCinet wishes to provide an experience 
fully in compliance with the OMB’s M-21-07 IPv6-only 
guidance, allowing these FFRDC leaders to identify room for 
IPv6-only improvement at their home institutions. 

 An example of the inadvertent IPv4 usage on SC23’s IPv6-
mostly WiFi would be the Argonne Amateur Radio Club’s 
Special Event Station using Echolink software from the SC23 
show floor. A SCinet volunteer successfully used a Windows 10 
dual-stack host connected into the SC23v6 WiFi SSID to 
remotely operate a VHF amateur radio at Argonne’s main 
campus. Echolink for Windows uses IPv4 literals to establish 
this connectivity instead of DNS per Figure 2. While the IPv4-
only traffic worked well for the SCinet volunteer, their laptop 
was actively being counted towards the SC23v6 usage statistics, 
despite solely connecting into that SSID for an IPv4-only service 

[26]. For SC24, SCinet’s IPv6 operational subject matter experts 
would like to have an accurate IPv6-only client count for future 
research papers. 

 

Fig. 2.    IPv4 literals to Argonne Amateur Radio Club present in the 

Echolink client application 

IV. MOTIVATION AND IMPLEMENTATION 

At both Argonne and SCinet, two of the largest hurdles when 
supporting IPv6-only deployments have been user experience 
and troubleshooting. Should a user’s IPv4-only device connect 
into an IPv6-only WiFi network without any operational IPv4 
internet access, the user may need to spend a significant amount 
of time determining why internet access is unavailable. For users 
outside of the information technology field, this may include 
calls to helpdesks and sizable loss of productivity while 
determining lack of IPv4 connectivity is the culprit. For users 
inside of the information technology field, this may include 
misguided investigations into the client operating system’s 
network interface configuration, port-security violations, and 
upstream connectivity verification before determining lack of 
IPv4 connectivity is the culprit. 

 Starting at SC23, SCinet ran three WiFi SSIDs on the 
production show floor network: one general purpose SSID with 
no passwords or restrictions (e.g., “SC23”); one SSID which 
uses eduroam 802.1x authentication with WiFi Protected Access 
(WPA); and one SSID with RFC8925 support, with no 
passwords or restrictions (e.g., “SC23v6”) [12]. For SC24, there 
is a strong desire to prevent IPv4-only clients from staying on 
the SC24v6 SSID in an effort to produce the most accurate IPv6-
only client count and to allow any SC Conference attendee to 
experience how their devices operate on a fully OMB M-21-07 
IPv6-only compliant deployment. It would be optimal for IPv4-
only clients that join the SC24v6 SSID to receive a notification 
about their device’s inability to support the current internet 
protocol standard and encourage them to visit the SCinet 
helpdesk for more information. This would be very similar to 
the user experience when connecting onto an airplane’s in-flight 
entertainment WiFi, with a goal of having no noticeable impact 
on dual-stack or IPv6-only clients whose base operating systems 
comply with RFC6724 for their source address selection, noting 
that there may be individual applications which have their own 
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internal address selection processes requiring further 
investigation. 

 Argonne also has three WiFi SSIDs throughout the campus: 
one general purpose SSID with 802.1x authentication and WPA 
for internal users (e.g., “Argonne-Auth”); one eduroam SSID 
configured in a near-identical manner to SCinet’s eduroam 
deployment; and one SSID for guests (e.g., “Argonne-Guest”) 
with no passwords or restrictions, but with a captive portal 
registration system to obtain Internet access. Other SSIDs are 
used in limited portions of the campus, which makes adding an 
additional campus-wide SSID for IPv6-only not possible as of 
this writing due to wireless LAN controller limitations. 

 Due to the SSID count constraint, Argonne utilized their 
Authentication, Authorization and Accounting (AAA) server to 
place devices which should be complying with the OMB M-21-
07 IPv6-only guidance into RFC8925-enabled networks within 
the Argonne-Auth SSID. Service accounts will be created and 
tightly controlled for devices which must retain IPv4-only 
support on Argonne-Auth. It would be optimal for IPv4-only 
clients that join Argonne-Auth without the IPv4-enabling 
service account to receive a notification about their device’s 
inability to support the current internet protocol standard, and to 
contact Argonne ServiceDesk for more information. 

A. Initial Testbed Buildout 

The following criteria for a testbed was established after an 
IPv6 discussion at SCinet’s SC24 Sprint event in April 2024, 
with input from the Argonne Business Information Systems 
Network Team to better meet IPv6 use-cases at both institutions: 

• Must use a 5G mobile network internet uplink to ensure 
the testbed can be easily utilized at Argonne and SCinet 
SC24 August Planning Meeting in St, Louis, MO. 

• Must demonstrate ability to redirect IPv4-only clients 
into a captive-portal style URL of test-ipv6.com or 
ip6.me, gracefully informing users that their device’s 
lack of IPv6 support is the reason for no internet 
connectivity. 

• Redirection of IPv4-only traffic must not interfere with 
IPv6-only or dual-stack client traffic. 

• Full RFC8925 (DHCPv4 option 108) and RFC6146 
(NAT64) support. 

Upon receipt of the 5G mobile Internet gateway, it was 
observed to be sending a Recursive DNS Server (RDNSS) value 
of fd00:976a::9 and fd00:976a::10 in its Router Advertisements 
(RAs) per Figure 3. There were no options available to 
manipulate the RA on this 5G mobile internet gateway, and 
these Unique Local Addresses (ULA) of fd00:976a::9 and 
fd00:976a::10 were not alive. Every reboot, the device would 
obtain a different /64 prefix of IPv6 Global Unicast Addresses 
(GUA), with no capability to receive a larger prefix from the 
mobile network operator. To work around these RA limitations 
without needing to deploy Network Prefix Translation, a 
managed switch was deployed capable of sending RAs in the 
fd00:976a::/64 prefix with low priority. A Raspberry Pi server 
running BIND9 DNS64 services was deployed with an address 

of fd00:976a::9, allowing any clients receiving a SLAAC GUA 
from the 5G mobile internet gateway to perform DNS queries.  

 

Fig. 3.      RA from 5G mobile internet gateway with ULA RDNSS 

NAT64 using the well-known prefix of 64:ff9b::/96 was 
functional on the 5G mobile Internet gateway, but the built-in 
DHCPv4 server was not capable of defining option 108, and 
could not be disabled. To work around these DHCPv4 
limitations, DHCPv4 snooping was configured on the managed 
switch to block the 5G mobile Internet gateway’s DHCPv4 pool, 
and a Raspberry Pi DHCP server was utilized to support 
DHCPv4 option 108 as a means of activating CLAT per 
RFC8925. 

 Originally, the testbed called for utilizing the captive-portal 
redirect capabilities of a wireless LAN controller to perform the 
redirection of IPv4-only client traffic into test-ipv6.com. Upon 
further testing with both controller-based and controllerless 
WiFi solutions, it was determined that using an additional 
DNS64 server which produced valid answers for IPv6 AAAA 
records while returning poisoned IPv4 A record answers would 
be a more optimal solution. Since AAAA record answers will be 
preferred by modern operating systems with IPv6 connectivity, 
the only clients relying on the A records should be clients with 
IPv4-only connectivity. With the DHCPv4 scope modified to 
have the DNS resolver pointed to the poisoned Raspberry Pi 
DNS64 server, figure 4 became the topology used through the 
testbed’s deployment in July and August 2024. 

 

Fig. 4.    Testbed Topology 
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V. TESTBED RESULTS 

Initially, the poisoned IPv4 DNS64 server was redirecting all 
DNS A record queries from a Windows 10 client with IPv6 
disabled into test-ipv6.com’s IPv4 address with success. 
However, it was observed that even though the client had no 
GUA IPv6 address and test-ipv6.com reported no IPv6 address 
present, the final testing score shown in Figure 5 was 
erroneously reported as 10/10. To prevent misleading results 
from being displayed on client devices, the poisoned DNS64 
server configuration was changed to redirect all A record queries 
towards ip6.me, where a more straightforward message about 
the device only supporting IPv4 is displayed. 

 

Fig. 5.    Erroneous test-ipv6.com score via poisoned DNS on IPv4-only 

client  

Popular consumer electronics devices such as the Nintendo 
Switch continue to only support legacy IPv4 connectivity. When 
a Nintendo Switch was connected into the testbed, its operating 
system reported no internet connectivity, and displayed the 
ip6.me redirection as designed per Figure 6. However, if the end 
user simply changed the DNS resolver to a known-good server, 
access to the IPv4 internet would be granted. 

 

Fig. 6.     IPv4-only Nintendo Switch receiving the IPv4 DNS intervention 

 A wide variety of current devices supporting both RFC8925 
and dual-stack connectivity were tested with successful results. 
Starting with Microsoft Windows Vista, IPv6 dual-stack is 
enabled by default, however some versions may prefer IPv4 
DNS resolvers. It was observed that Windows XP, released in 
2001 without support for IPv6 DNS resolvers, can work well in 
the testbed thanks to the poisoned IPv4 DNS64 server 
continuing to provide valid IPv6 AAAA DNS query answers. 
Figure 7 illustrates this long obsolete operating system 
successfully using a web browser to access IPv4-only 
sc24.supercomputing.org via IPv6 using NAT64 and a DNS64 
server which accepts IPv4 clients.  

  

 

Fig. 7.    Windows XP using NAT64/DNS64 via IPv4 DNS resolver 
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VI. LESSONS LEARNED 

The testbed largely accomplished the goals which both 
Argonne and SCinet were hoping to achieve, but there are 
several open items which must be considered before such an 
implementation is used in production. Identifying and fixing the 
test-ipv6.com erroneous results shown in Figure 5 is highly 
desired by the SC24 SCinet DevOps team. Being able to modify 
messages on the testing results to indicate next steps for 
troubleshooting will make the SC24v6 show floor experience far 
more user friendly. The most desired change is modifying the 
testing logic so that only RFC8925 clients may receive a 10/10 
score. As of this writing, properly configured dual-stack clients 
will also receive a 10/10 score under default test-ipv6.com 
testing logic. Better illustrating differences between dual-stack 
and RFC8925 clients in SC24’s test-ipv6.com mirror results 
would further enhance awareness into operating systems which 
are not yet utilizing DHCPv4 option 108. 

 While it is very tempting to implement an access control list 
further blocking IPv4 internet access (or intentionally breaking 
IPv4 NAT in the testbed to achieve similar results), additional 
restrictions to IPv4 internet may result in certain dual-stack 
clients experiencing Virtual Private Network (VPN) split-
tunneling issues. Figure 8 illustrates what may happen when 
certain VPN clients featuring a split-tunneling configuration 
using IPv4 literals attempt to reach an IPv4-only Video 
Teleconference (VTC) provider. Multiple issues were reported 
with VPN clients on the testbed network, which is in alignment 
with results from other IPv6-only and RFC8925 deployments 
[12,32]. 

    This behavior where a testbed client cannot access the IPv4-
only VTC service due to a VPN split-tunnel configuration with 
IPv4 literals is currently present on Argonne’s production VPN 
deployment. While Argonne network operations is aware of the 
problem and has a solution drafted, it has not yet been 
implemented due to higher prioritization of OMB M-22-09 
memorandum related requests [28] and the possibility of said 
IPv4-only VTC service supporting IPv6 soon. Even if all 
Argonne’s remote client devices began supporting RFC8925 
and the IPv4-only VTC service began supporting IPv6, this still 
would be an issue for many users at Argonne’s Advanced 
Photon Source (APS) Collaborative Access Teams (CATs). 
These users typically bring highly specialized computers from 
various private industry and academic research facilities onto 
APS beamlines [13], often using IPv4-only VPN into their home 
institution’s networks from Argonne. Since some of these APS 
CATs use government furnished equipment which is now 
required to be IPv6-only, while others use private industry or 
academic institution furnished equipment without any IPv6 
requirements, Argonne does not intend on further restricting 
IPv4 Internet access on environments such as the APS CATs for 
the foreseeable future. 

 

 

Fig. 8.    VPN client behavior if IPv4 internet access is further restricted 

 The poisoned DNS A records worked as designed to prevent 
IPv4-only hosts from accessing the internet and instead getting 
the DNS-based intervention towards an IPv6 testing website. To 
facilitate the DNS A record poisoning, dnsmasq was used with 
a two line configuration: one line of “address=/#/23.153.8.71” 
to return any A record query with an answer of ip6.me’s IPv4 
address, and another line of “server=192.168.12.251” to forward 
all other requests (including AAAA queries) to the testbed’s 
healthy DNS64 server. Since dnsmasq has no logic to determine 
if a real-world A record exists, it will answer A record queries 
even for non-existent fully qualified domain names (FQDNs). 
Figure 9 illustrates how this may be problematic for some dual-
stack hosts on operating systems which use the IPv4 DNS 
resolver. The client’s nslookup results indicate a domain suffix 
search list was used to obtain a non-existant A record, but the 
ping results successfully obtain the desired AAAA record. 
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Fig. 9.      Non-existent A record received by nslookup, valid AAAA record 

received by ping 

Fortunately, most Linux operating systems that are not yet 
supporting RFC8925 along with Windows 10 will prefer the 
IPv6 RDNSS resolver received via RA instead of the DHCPv4 
provided DNS resolver. In these situations, all DNS queries go 
towards the healthy DNS64 server directly, and the poisoned 
IPv4 DNS server is not utilized. Unless an application is doing 
DNS resolution to a specific DNS server outside of the operating 
system’s DNS client implementation, the poisoned DNS A 
records will not impact these systems as demonstrated in Figure 
10. It was observed that some versions of Windows 11 will 
prefer the IPv4 DNS server received via DHCPv4 over the IPv6 
DNS server received via RDNSS. Once a version of Windows 
11 with RFC8925 support is released, it is presumed that only 
the IPv6 DNS server received via RDNSS will be used. 

 

Fig. 10.     Healthy native DNS AAAA and synthesized DNS64 AAAA 

records received on a Windows 10 client 

VII. CONCLUSION 

The testbed largely accomplished the initial goals of 
gracefully informing IPv4-only clients about their inability to 
use the current version of internet protocol, with no impact to 
clients supporting RFC8925 or only their IPv6 stack enabled. 
Dual-stack clients using the IPv6 RDNSS resolver were not 
impacted by the poisoned DNS A records. Certain operating 
systems or applications using the DNS resolver provided by 
DHCPv4 may experience problems related to poisoned A record 
answers for non-existent FQDNs. While the risks associated 
with these poisoned A records must be understood and accepted 
prior to production deployment, the upcoming Windows 11 
RFC8925 client support and Windows 10 end-of-life should 
greatly reduce the poisoned A record concerns at Argonne and 
SCinet. 

   The SCinet SC24 IPv6 operational subject matter experts 
look forward to attempting this method of implementing 

RFC8925 with IPv4 DNS interventions on the SC24v6 wireless 
network. Further improvements such as replacing the dnsmasq 
configuration for poisoning DNS A records with a BIND9 
Response Policy Zone may better mitigate the poisoned A 
record answers for non-existent FQDNs issue, but at the cost of 
additional configuration complexity. The SCinet SC24 DevOps 
Team intends on further enhancing their mirror of test-ipv6.com 
to provide more useful information for clients unable to obtain a 
perfect IPv6 readiness score, along with an Ansible playbook to 
remove the IPv4 DNS interventions should major issues be 
reported.  

Argonne intends on implementing a pilot network 
configured in a near identical manner to the SC24v6 wireless 
network sometime after SC24 is completed, and Windows 11 
RFC8925 support is available. As shown in Figure 11, Argonne 
VPN users scored a 0/10 when connecting via the SC23v6 
wireless network due to most traffic outside of approved VTC 
platforms not getting split-tunneled. While a large amount of 
work remains to better support IPv6 on the Argonne VPN, 
results from the SC24v6 wireless network will most certainly 
assist with the transition away from legacy IP, and likely at other 
FFRDCs as well. 

 

Fig. 11.      SC23’s test-ipv6.com mirror with 0/10 score over VPN 

Completing the transition to IPv6 continues to be a challenge 
for Argonne and federal agencies. OMB mandates such as the 
IPv6 and Zerotrust memorandums along with Cybersecurity and 
Infrastructure Security Agency Binding Operational Directives 
compliance has made supporting federal information systems 
quite challenging. Even with all of these challenges, the October 
2025 Windows 10 end-of-life deadline provides a rare 
opportunity to leverage the Windows 11 refresh cycle as a 
catalyst for sunsetting IPv4. End-users and ServiceDesk staff 
will require additional training to support the Windows 11 
refresh regardless of whether IPv4 or IPv6 is used on these client 
devices. This training occasion can be used to reiterate why 
sunsetting IPv4 is important and that disabling IPv6 should not 
be a primary troubleshooting step during routine ServiceDesk 
calls. SC23v6’s successful deployment of RFC8925 to hundreds 
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of devices on the SC23 show floor has proved that this transition 
method is viable at scale. We look forward to the deployment of 
SC24v6’s deployment with IPv4 DNS interventions as the 
results may further assist the public sector’s transition away 
from IPv4. 
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