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Abstract—The use of animation can be a good alternative to
static visualizations when communicating dynamic changes. Some
approaches already represent spatiotemporal phenomena using
a polygon set for each time instant. However, these representa-
tions are static and not general enough to be applied for the
interpolation of arbitrary polygons. Furthermore, the problem
of interpolating arbitrary polygons present a set of requirements
that are not satisfied by the currently available tools. For example,
the polygons are arbitrary, and the interpolation should be
smooth and fully automatic (not requiring user intervention).
To solve this problem, we present an approach to interpolate
arbitrary polygon sets that satisfy those requirements, and that
can be used to visualize temporal changes of different phenomena
as an animation. In the proposed approach, we appropriately
divide and identify correspondences between origin and target
polygon sets. Our approach is general enough so that different
polygon division techniques can be used. We also performed a
series of experiments comparing a few different techniques and
discuss the results.

I. INTRODUCTION

Geospatial phenomena, such as territorial disputes, agricul-

tural exploitation, urban occupation, climatic events, endemic

regions, concentration of crimes, can be represented and

analyzed through geographical maps constructed by different

techniques [1]–[3].

The visualization of these phenomena contributes to the

understanding of their characteristics and behavior over time.

In criminal analysis, for example, police agencies, analysts,

and public security managers are interested in understand-

ing how high-rate crime regions change over time [4], [5].

Currently, using the available tools, density maps representing

different periods are shown side by side [6] or superposed with

different colors [7]. If the number of time steps is large, these

visualization techniques might not be appropriate because of

the amount of screen space occupied by the images. On the

other hand, if the images are too small to fit all the time steps,

fewer details are visible, or if superposition is used, too many

colors are not distinguishable enough. Animations, although

controversial in the field of visualization [8], can be a powerful

storytelling medium and are sometimes a good alternative to

static maps when communicating dynamic changes [9].

Moreover, there exist situations in which the acquisition

of data and the mapping of these phenomena is a complex

and high-cost process [10], [11], being carried out at distant

intervals of time and hampering a consistent temporal analysis.

Considering this situation, Kim and Cova [10] present an

approach for visualizing the temporal evolution of forest

fires through interpolation, in a semi-automatic process with

constraints to optimize the representation of the real changes

in the studied phenomenon.
Other approaches also represent spatiotemporal phenomena

using a polygon set for each time instant [2], [7], [11].

However, the representations are static and not general enough

to be applied for the interpolation of arbitrary polygons.
Another constraint of the problem is that temporal changes

of many phenomena are not linear. At each time instant,

there can be a different number of regions that need to be

displayed [2], [3]. Therefore, there may occur the division of

a given region into other small regions as well as the merging

of regions into a single one. Regions can also appear or

disappear along the time. In the land-use context, for example,

an area eventually can be divided by new roads or negotiations

between owners [11].
In summary, we have identified the following requirements

for the 2D polygon interpolation problem:

R1 The polygons can be arbitrary (convex or concave) and

have any number of holes.

R2 The polygons may have a different number of vertices

between time steps.

R3 In each time step there can be a different number of

polygons (many-to-many interpolation).

R4 The interpolation should be smooth enough as to be

displayed as an animation and the polygons should not

intersect each other.

R5 The process should not require user intervention (fully

automatic).

Currently, there are several approaches for interpolating 2D

polygon pairs [12]–[15], and for the static temporal analysis

of geospatial phenomena [2], [3], [10], [16], [17]. However,

to the best of our knowledge, none of the currently available

methods or tools are capable of performing automatic and

smooth transitions between 2D polygon sets satisfying the list

of requirements above. Veltman [12], in particular, proposed a

javascript library named Flubber that allows one-to-many and

many-to-one interpolations between sets of 2D polygons, using

a triangulation-based method for polygon division. This library

does not fully support many-to-many interpolations, only a

list of one-to-one interpolations, requiring users to specify

each interpolation pair explicitly. Flubber ensures a good

interpolation between polygon pairs, but its simple spatial
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Fig. 1. The proposed approach workflow. Given two sets of polygons (Origin and Target), first the correspondences between polygon sets are identified,
then we perform a spatial division to reduce the problem to a list of one-to-one interpolations; and, finally, we execute each interpolation pair, obtaining the
intermediate shapes to be animated from the origin set to the target set.

division method may result in polygon overlaps during the

transitions, jeopardizing a smooth animation.
To solve this problem, we present a partition approach to

interpolate 2D polygon sets that satisfies all the requirements

defined above and so can be used to visualize temporal

changes of different phenomena as an animation. As shown

in Figure 1, our approach is divided into three stages. First,

we identify the correspondences between polygon sets. We

then perform a spatial division to reduce the problem to

a list of one-to-one interpolations; and, finally, we execute

each interpolation pair, obtaining the intermediate shapes to

be animated. We only require as input two sets of polygons

(Origin and Target). Our approach is general enough that

different techniques to perform polygon division can be used.

We have also implemented and compared a few different

techniques and will discuss the results.
The remainder of this paper is organized as follows. In

Section II, we review the related work. In Section III, we

describe the proposed approach. In Section IV, we present

a few polygon division techniques that can be used in our

approach. In Section V, we discuss our results. Finally, in

Section VI, we present the conclusions of our work and the

directions for future work.

II. RELATED WORK

The problem of one-to-one interpolation is not new and is

already well studied in the literature [11], [13], [14], [18]. Most

of the works concentrated their efforts in 3D, considering it

solved in 2D.
Some approaches [13], [14] focus on the problem of shape

blending, especially for character animation, in which algo-

rithms based on a physical model are required. Sederberg

and Greenwood [13] propose an algorithm for the smooth

interpolation between two polygons, in which the intermediate

shapes are calculated with little user intervention. They present

good results, but their approach requires the initial and final

shapes to have an equivalent topology and generate undesired

polygon deformations during interpolation. In Sederberg et al.

[14], the definition of intermediate shapes is obtained by the

direct interpolation of the intrinsic representations (angles and

edge sizes) of the initial and final polygons, disregarding a

linear trajectory between vertices. This approach improves the

previous one [13] by smoothing the transitions and avoiding

the deformation of regions during the interpolation, but present

the same restrictions for the polygons (equivalent topology).

In [19]–[21], it is explored the deformation problem during

interpolations and animations of non-rigid 3D shapes (char-

acter animation, for example), expressed in mesh sequences.

These approaches present satisfactory results in reducing de-

formations, but the scope is different from our work, since

polygon division or correspondences identification, which are

crucial in our approach, are not addressed or do not have an

essential role in those applications. Also, some of them assume

that the connectivity is maintained, which is not the case in

our problem.

Shiao et al. [15] present a technique for interpolating

the contours of two slices of medical images based on the

interpolation of long-axis and vertex parameters of polygon

approximations for the slices’ contours. Although this tech-

nique produces natural results more quickly than other shape-

based techniques, it does not support many-to-many polygon

interpolation.

In 3D shape reconstruction from a set of cross-sectional

contours [22]–[24], we find correspondence problems (finding

the correct associations between the contours of adjacent

slices) and branching problems (when one contour in one slice

can correspond to more than one contour in an adjacent slice),
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both of which are related to the problem addressed by our

approach. The main difference, however, is because their goal

is to reconstruct the original surface, and so they must follow

the physical constraints of the imaged object. Usually, they

require that the interslice spacing of the data be fine enough

to avoid certain types of topology. In our approach, on the

other hand, there are no such constraints.

There are also approaches applied directly to geospatial

visualization [10], [11]. Kim and Cova [10] present a semi-

automatic process, restricted to five cases of correspondences

between polygons for interpolation. The approach was applied

with success to a specific case, the Southern California Grand

Prix fire of 2003, but they support only a very limited set of

interpolations. Carbunescu and Wart [11] present a temporal

and interactive visualization tool to represent changes in land-

use over time through interpolation, but does not support the

division of polygons in the interpolation.

Other researches are devoted to discussing issues related

to the spatiotemporal changes of polygons used in different

contexts. Robertson et al. [2] present STAMP - an approach

for the spatiotemporal analysis of polygons that are spatially

distinct and experience discrete changes through time. Abhar

et al. [3] explore the historical evolution of blowouts at Cape

Cod National Seashore with the STAMP method. Mizutani

[16], [25] presents an analytical framework for polygon-

based land use transitions to understand the processes of

changing regarding types of land uses and their shapes. Finally,

Salamat and Zahzah [17] present a fuzzy method to define

the spatiotemporal relations of objects. None of these works,

however, present a practical tool for visualization and analysis

of these temporal changes.

III. PROPOSED APPROACH

Our approach is an automatic solution for the smooth

interpolation between arbitrary polygons sets, allowing the

construction of visualizations to represent the temporal evo-

lution of several geospatial phenomena that are suitable for

animation.

As we mentioned before, Figure 1 illustrates the proposed

approach, in which it receives two sets of polygons, called

Origin and Target, and returns the intermediate shapes to

construct a smooth animation. To make this approach flexible

and general, we have divided it into three steps: correspon-

dence identification between sets (Section III-A), spatial divi-

sion (Section III-B) and interpolation between polygon pairs

(Section III-C).

A. Correspondence identification between polygon sets

The first step in our approach defines the relationships

between Origin and Target sets, a fundamental phase to

identify which polygons will appear or disappear throughout

the animation, as well as which polygons will be divided in

the spatial division step.

This step receives the two polygon sets and outputs a list

of many-to-many correspondences, in which, each polygon in

each set points to its corresponding list of polygons in the

other set. This double list will allow the correspondences to

be quickly accessed.
There can be many different ways to define correspon-

dences. To be general enough and so this approach can be

applied in many application domains, we define the correspon-

dences purely geometrically and as simple as possible. This

means there will be a correspondence between a polygon Oi

in the Origin set to another polygon Tj in the Target set (and

vice versa), if and only if Oi and Tj spatially intersect each

other. Notice that other more sophisticated functions can be

used to define the correspondences, such as using a tolerance

radius or by adding semantics based on other attributes of the

polygons or the environment.
Therefore, at the end of this step, each polygon can have

zero, one or many corresponding polygons. The three situa-

tions should be analyzed separately in the spatial division step.

B. Spatial division
The spatial division step is responsible for reducing the

list of correspondences to a list of one-to-one polygons to

be later interpolated. For that, it receives as input the Origin
and Target polygon sets and their respective correspondence

relations and outputs SPL - a shape pairs list.
Algorithm 1 performs the spatial division. Its input param-

eters are Origin and Target (the input polygon sets), CO and

CT (the correspondence lists for each polygon in Origin and

Target, respectively).
As mentioned earlier, each polygon’s correspondence list

may be empty or have one or more polygons from the other set.

When the list is empty, two different cases may occur: if the

polygon is in Origin, it will disappear during the interpolation

(lines 3 to 5); otherwise, if the polygon is in Target, it will

appear during the interpolation (lines 11 to 13). In both cases,

the centroid of the polygon will be used as the correspondence

shape (lines 4 and 12), that is, the polygon will collapse to its

centroid or the centroid will enlarge to become the polygon.
When the lists have more than one element, we divide the

polygon into a number of regions equivalent to the number

of polygons in the correspondence list (lines 7 and 15). This

process is done in two passes. The first pass defines the number

of divisions in each polygon. The second pass (lines 17 to 19)

defines the one-to-one correspondences between Origin’s and

Target’s divisions.
For performing the polygon divisions, different techniques

can be used (see Section IV). Independently of the technique

used, the Divide function receives a polygon P and a list of

corresponding polygons CP, resulting in the division of P in

the same number of sub-regions such that each of them is

paired to one element in CP. These pairs will be then added to

SPL. When the list has only one element, the Divide function

will do nothing, and the polygons will be added to SPL as

they are.

C. Interpolation
The third step of our approach receives a list of shape pairs

- SPL and performs the interpolation of each pair separately,

generating the intermediate shapes for the animation.
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Algorithm 1 Spatial division algorithm

Input: Origin, Target, CO and CT
Output: SPL

1: SPL ← ∅
2: for each Oi ∈ Origin do
3: if COi = ∅ then
4: c ← Centroid(Oi)

5: SPL.append([Oi, c])

6: else
7: Ri ← Divide(Oi, COi)

8: end if
9: end for

10: for each Tj ∈ Target do
11: if CTj = ∅ then
12: c ← Centroid(Tj)

13: SPL.append([c, Tj])

14: else
15: Rj ← Divide(Tj , CTj)

16: end if
17: end for
18: for each Tj ∈ Target do
19: for each Oi in CTj do
20: SPL.append([Rij , Rji])

21: end for
22: end for
23: return SPL

The interpolation of polygon pairs is based on the ap-

proaches proposed in [11]–[13] and is composed of the

following steps:

1) Make sure that both polygons have an equivalent topol-

ogy in the number of vertices by adding vertices to the

polygon with less vertices.

2) Identify the correspondences based on the minimization

of the trajectory cost, as proposed in [11].

3) Generate intermediate shapes through the interpolation

of the corresponding vertices, using the parametric equa-

tion of the line.

IV. POLYGON DIVISION

One of the goals of this research was to check whether the

technique used for polygon division impacted the results of

the interpolation. In particular, we would like to make sure

that requirement R4 was satisfied.

Thus, we implemented two types of approaches: a mesh-

based technique (Section IV-A), in which any meshing tech-

nique can be used; and a technique based on Voronoi decom-

position (Section IV-B). In this section we explain how the

techniques are used in our approach. We discuss their results

in Section V.

A. Mesh-based techniques

Polygon division is a classical problem of geometry pro-

cessing that can be associated with the generation of triangular

meshes [26]–[30]. Independently of the technique used, given

Fig. 2. Using mesh-based techniques for polygon division. (A) the input
polygon, (B) the corresponding polygons, (C) the generated mesh and (D)
the result after merging the cells with the same correspondence (identified by
the same color): the input polygon is finally divided into the same number of
regions as the number of polygons in the list of correspondences.

Fig. 3. Triangle classification into corresponding polygons.(A) The triangles
that intersect each corresponding polygon (shown in color) are classified
directly. Triangles not intersecting any polygon are shown in gray. (B) The
unclassified triangles are then classified according to the nearest corresponding
polygon.

a polygon P and a list of corresponding polygons CP, the

following steps are executed (see Figure 2):

1) Generate a mesh for polygon P (Figure 2C).

2) Identify which elements of the mesh correspond to each

polygon in the list of correspondences CP (Figure 2B).

3) Merge the elements with the same correspondence into

a single sub-region (Figure 2D).

For the element classification in step 2, we adopt the fol-

lowing criteria: we associate directly the elements intersecting

each corresponding polygon to that polygon, and associate

the elements not intersecting any polygon to the nearest one.

Figure 3 demonstrates how the classification was done for the

mesh in Figure 2C.

For achieving good visual results in the interpolation, it is

desirable that the final polygons are smooth. We implemented

different mesh-generation techniques to verify if the quality of

the underlying mesh impacted the smoothness of the resulting

polygons. We decided to use a good advancing-front method

[31], and we developed a method based on a quadtree and

templates [32]–[34]. Figure 4 illustrates the meshes generated

and a quality comparison considering these techniques.

The motivation to develop a quadtree and templates based

method was because it generated a more regular mesh and

the boundaries of the divided regions could be smoother than

the ones of the advancing-front mesh. This method consists of

building a quadtree, interactively classifying the cells as In -
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Fig. 4. Mesh generation and quality comparison. The metric used was the
aspect ratio, the radius ratio of the circumscribed circle to the inscribed
circle of the mesh elements. (A) The mesh generated by the advancing-front
technique [31] and (B) the mesh generated by the quadtree- template method.
The metric ranges from 0 to 1, where 1 corresponds to the equilateral triangles.
The high-quality triangles (quality ≥ 0.8) are shown in green, while the low-
quality triangles (quality < 0.8) are shown in blue. In (A), 96% are high
quality triangles, while in (B) only 41% are high quality.

Fig. 5. The use of a quadtree and templates for mesh generation. (A) to (D)
show levels one, two, three and four of the quadtree, respectively. The In
cells, with template-based mesh are shown in green, and the clipped On cells
based on the intersected polygon are shown in blue.

Internal to the polygon, On - Intersecting the border, and Out
- External to the polygon. Provided a quadtree with a specific

depth, the following steps are executed:

1) Obtain the area of interest for mesh generation: ignore

the area outside the polygon by discarding Out cells and

clipping On cells (Figure 5).

2) Generate the mesh: use templates for In cells, and

Delaunay triangulation for the clipped On cells (Figure

4B).

The template used in this process, a rectangle divided into

4 triangles, is shown in Figure 5C and Figure 5D.

B. Voronoi-based technique

Although the use of meshes can facilitate some of the

required computation, they do not produce the smoothest

partition of the input polygon (depending on the size of the

elements in the mesh, the borders of the sub-regions can be

jagged). An alternative approach is to use a Voronoi diagram

[35] to divide the input polygon. This approach consists of the

following steps (see Figure 6):

1) Build the Voronoi diagram using, as seeds, one vertex

from each corresponding polygon.

2) Identify the intersecting area between the polygon to be

divided and each cell of the Voronoi diagram built in

the previous step.

Fig. 6. Division based on a Voronoi diagram. (A) The input polygon, (B)
the corresponding polygons with the vertices used to generate the Voronoi
diagram indicated in red, (C) the Voronoi Diagram, and (D) the result of
dividing the input polygon according to the Voronoi diagram.

The diagram generated in step 1 will have the same number

of cells as the number of corresponding polygons (see Figure

6C). At first we used the centroid of each corresponding

polygon as seeds but this generated overlaps in a few cases.

To avoid these overlaps, we chose as seed the position of the

vertex closest to the centroid of the polygon to be divided.

V. RESULTS

To verify that our approach satisfies all the requirements

defined in the Introduction, we implemented it in JavaScript

and performed a series of experiments. Their results are

discussed in the following subsections.

A. Experiment 1: Interpolation between arbitrary polygon
pairs

The main goal of this simple experiment is to show that our

approach satisfies requirements R1 and R2. Furthermore, one-

to-one interpolation is the basic type of interpolation used in

our approach: all the other operations culminate in a series of

one-to-one interpolations. Figure 7 illustrates three examples

of interpolating the same polygon to other three different

polygons with arbitrary geometry.

B. Experiment 2: Comparison of polygon division techniques

As we briefly mentioned in Section IV, one of our concerns

about satisfying requirement R4 was with the technique used

for dividing the polygons. We used two mesh-based and

a Voronoi-based techniques described in Sections IV-A and

IV-B.

In this experiment, we performed a comparative analysis

of these approaches. Figure 8 illustrates applying the three

techniques for interpolating the same polygon. By looking at

the zoomed-in regions in the last row of Figure 8, we can

notice a jagged pattern on the boundaries of the polygons

divided by the mesh-based techniques (the advancing-front

technique being slightly better) while the Voronoi’s boundaries

are much smoother.

When comparing the quality of the generated meshes of

the two mesh-based techniques in the example of Figure 8,
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Fig. 7. Interpolation between arbitrary polygon pairs satisfying requirements
R1 and R2. The same Origin polygon (A1, B1 and C1) is interpolated to three
other polygons with arbitrary geometry (A5, B5 and C5). The intermediate
shapes of each interpolation are displayed in the middle frames (A2-A4, B2-
B4 and C2-C4).

the advancing-front technique [31] generated a higher quality

mesh (96% good triangles) than the quadtree + template

technique (41% good triangles). More details are available in

Figure 4.

In several of our tests, the meshes generated by the

advancing-front technique [31] produced satisfactory results.

However, in some cases, we observed that the spatial orga-

nization of the triangles would influence the division results,

compromising sufficiently smooth transitions.

The developed mesh-based method using quadtree and

templates maximized the area generated with templates and

reduced the unstructured area (see Figure 5).

We also noticed that the computational cost of the mesh-

based techniques was too high and that their results did not

produce smooth transitions for animation (R4). The results of

polygon division approach based on Voronoi diagrams (see

Section IV-B) show that using the edges of the diagram pro-

duced smooth and continuous divisions, which represent the

closest regions to the corresponding polygon. This approach

also avoided overlaps and generated the divisions fast enough

to be animated in a interactive tool (R4).

C. Experiment 3: Interpolation between arbitrary sets of poly-
gons

In this experiment, we performed one-to-many and many-to-

one as well as many-to-many polygon interpolations to verify

that our approach satisfies all the requirements R1 to R5. The

results showed in the section already use the Voronoi-based

approach for polygon division (Section IV-B).

In Figure 9, we show the results of a one-to-many in-

terpolation comparison between Flubber and our approach.

Notice the presence of overlaps in the interpolation generated

by Flubber in Figure 9 (A2-A4). This is because its spatial

division method does not take into consideration the relative

position of the corresponding polygons (it performs a simple

triangulation of the polygon). Our approach does not generate

overlaps (Figure 9 (B2-B4)).

Figures 10 and 11 illustrate other examples including many-

to-many interpolations with arbitrary geometry. Figure 11

shows how our approach can be used to visualize temporal

changes of crime hotspots (regions where there was crime

above a certain threshold) as an animation. Figure 11 (A1)

displays the hotspots statically using superposition of polygons

with two different colors. Each color represents a different

time period. In Figure 11 (B2-B5) we show the animated

interpolation of the hotspots from one time period to the

other, keeping the Origin polygon set as a reference during all

interpolation steps. This final example demonstrates that the

proposed approach generates smooth transitions of arbitrary

polygon sets without overlapping, satisfying all the established

requirements R1 to R5. It also illustrates the potential of our

approach to be used for visualizing geospatial phenomena

represented as polygon sets.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed an approach for automatic

interpolation between arbitrary sets of polygons. We showed

that the approach was flexible and general enough to be used

in many application domains. Our approach can be used with

different spatial division techniques, and we found out that

using a Voronoi-based approach for polygon division provided

the best solution that satisfied the set of requirements of the

interpolation problem. We validated the approach with a series

of experiments with several types of interpolation.

There are a few areas of future work that we would like

to pursue. First and foremost, we would like to integrate our

approach into a visualization tool and perform a design study

[36]. We are particularly interested in comparing static and

dynamic visualizations of temporal changes. We also plan

to explore using more sophisticated functions for generating

the corresponding polygons instead of simple geometric in-

tersections. These sophisticated functions can be dependent

on the application domain. We would also like to investigate

what kind of semantic information can we extract from the

interpolation and use to automatically annotate the polygons

during the interpolation. For example, we could detect when

regions of interest contracted, expanded, divided or moved to

another location. That could help users to better understand

the temporal changes.
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