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Abstract—Redirected Walking (RDW) steering algorithms have traditionally relied on human-engineered logic. However, recent advances in reinforcement learning (RL) have produced systems that surpass human performance on a variety of control tasks. This paper investigates the potential of using RL to develop a novel reactive steering algorithm for RDW. Our approach uses RL to train a deep neural network that directly prescribes the rotation, translation, and curvature gains to transform a virtual environment given a user’s position and orientation in the tracked space. We compare our learned algorithm to steer-to-center using simulated and real paths. We found that our algorithm outperforms steer-to-center on simulated paths, and found no significant difference on distance traveled on real paths. We demonstrate that when modeled as a continuous control problem, RDW is a suitable domain for RL, and moving forward, our general framework provides a promising path towards an optimal RDW steering algorithm.
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1 INTRODUCTION

It is well known that walking is the most natural method of travel within virtual environments (VEs) [54]. However, the use of a real-walking locomotion technique constrains the VE to the size of the tracked space. Redirected walking (RDW) is a common locomotion technique that enables participants to really walk in VEs that are larger than the tracked space by imperceptibly transforming the VE around the user [40]. The original RDW implementation imposed the constraint that participants walk along a predefined path guided by waypoints. Follow-up research has focused on relaxing this constraint to enable free exploration of larger-than-tracked-space VEs.

Waypoints and predefined paths give the developer knowledge of a user’s future path. When such information is available, it can be exploited effectively by predictive algorithms to transform the VE in a manner that places the user’s trajectory within the tracked-space. Reactive algorithms, on the other hand, can operate in the absence of predefined paths and thus offer a more general solution for RDW. However, these algorithms require the developer to be able to forecast the user’s future path; an incorrect prediction may result in the user’s path straying outside the bounds of the tracked-space. Indeed, predictive algorithms are known to regularly outperform reactive algorithms due to this very reason [32, 58].

If a user reaches the bounds of the tracked-space as they attempt to walk to their desired virtual location, a hard reset will be required and the user will be forced to stop their motion, or risk leaving the tracked-space and walking into a physical wall. Reorientation and resetting techniques have been developed for these worst-case situations. These techniques stop the user or redirect their motion and can cause a break-in-presence or a disruption to the virtual experience [12, 37, 56]. In addition to reorientation techniques, researchers have also investigated other adjustments such as interactively modifying the VE [49, 50].

Redirected walking implementations that allow free-exploration focus on reducing the total number of these worst-case situations, where the user is about to leave the tracked space. Previous research, through simulation and user studies, has evaluated numerous steering algorithms [5, 18]. Steering algorithms, such as steer-to-center, steer-to-orbit [39], and steering with artificial potential functions [53] have been developed to determine how to best transform the VE so as to keep...
the user within the tracked-space. These reactive steering algorithms have been painstakingly crafted by human designers, who have deep intimations about RDW and how best to steer users. However, recent advances in reinforcement learning (RL), a branch of artificial intelligence concerned with sequential decision-making, raise an intriguing possibility: could a computer, starting from a blank slate, discover a superior reactive steering algorithm purely through experimentation and by learning from experience? In this work, we investigate this very question.

This paper brings together redirected walking and reinforcement learning, both defined in section 2, by outlining a framework for the end-to-end learning of steering algorithms. Our system, which is explained in section 3, trains a neural network to directly prescribe redirection gains based on the user’s position and orientation within a tracking space. In section 4, we apply our system to simulated and real user paths, and in section 5 we find that it performs significantly better than steer-to-center on simulated paths and has no difference on real paths. Finally, we discuss the results and avenues for future work in section 6.

2 Previous Work

2.1 Redirected Walking

RDW was proposed by Razzoue et al. as a technique for exploring large VE’s while really walking in a limited physical space [40]. RDW allows users to experience the benefits of real walking, which is more natural and provides a greater sense of presence, while mitigating the physical limitations of a smaller tracking area. The generic form of RDW, as described by Steinicke et al., specifies an interface of three gains with which the user’s motion can be manipulated in the VE [48].

The gains control the extent to which the user’s rotation, translation, or curvature is compressed or expanded in the VE. When gains are applied within certain thresholds, the discrepancy between movement in the real and virtual worlds is imperceptible [47], and users are able to feel as though they are naturally exploring VE’s that are larger than the physical space they inhabit. See Nilsson et al. for a recent overview of RDW techniques [34].

If the user’s virtual path is known beforehand, predictive redirection algorithms can be applied such that the user’s future path is kept within the tracking area [32, 58]. Unfortunately, the problem is seldom this simple as the path is generally not known ahead of time. Reasoning about what gains should be applied must rely solely on information about the user’s current and past positions within the tracking space. Several heuristic-based steering algorithms have been developed to address this problem, including steer-to-center (S2C), steer-to-orbit, and steer-to-multiple-targets [39]. These algorithms seek to determine what gains should be applied at any point in time so as to minimize the number of required hard resets. S2C, an algorithm that attempts to steer the user back to the center of the tracked space, regularly outperforms other steering algorithms regardless of environment shape [4, 18]. Results suggest that steer-to-orbit, an algorithm that steers the user to walk in a steering algorithms regardless of environment shape [4, 18].

Recent work by Thomas and Suma Rosenberg demonstrated that their Push/Pull Reactive (P2R) algorithm outperforms S2C when obstacles are placed within the tracked space. However, the P2R algorithm did not outperform S2C in a convex environment with no obstacles [53].

The steering algorithms discussed thus far all rely on heuristics crafted by humans, and as such, their efficacy is subject to the same limitations as human intimations about how best to redirect walkers in VEs. RL approaches offer an intriguing and rigorous data-driven alternative. They have notched up a series of significant successes in recent years in challenging domains where previous state-of-the-art methods required significant human input [7, 21, 25, 31, 35, 46]. Yet, there is little prior research on bringing RL methods to bear on RDW steering algorithms. One exception is the work of Lee et al., who proposed the steer-to-optimal-target (S2OT) algorithm. This algorithm uses RL to select a location within the tracking area towards which the user should be steered [27]. S2OT was found to result in significantly fewer hard resets than S2C. However, S2OT still relies on human intuition to define the discrete steer-to-target locations. On the other hand, the work of Chang et al. attempts to use RL to directly select transformation gains, therefore solving the harder continuous control problem and aligning most closely with our own work [8]. However, the focus of their work is on environments with obstacles, and in a large (15 × 15 meter), unobstructed tracking space, their method does not reduce the number of required hard resets compared to a heuristic controller. To the best of our knowledge, no reactive steering algorithm that directly chooses all three transformation gains has been shown to outperform heuristic controllers in unobstructed environments. The focus of this paper is to investigate the potential of RL to determine an optimal RDW steering algorithm and surpass current heuristic-based methods.

2.2 Reinforcement Learning

Reinforcement learning (RL) is a setting in which a learning agent interacts with an environment and, through trial and error, learns how to behave so as to achieve some goal [52]. The RL problem is formulated as a Markov Decision Process [38], formally defined by the 5-tuple $(S, A, T, R, \gamma)$, where

- $S$ is the (finite) set of states of the environment,
- $A$ is the (finite) set of actions the agent can take,
- $T : S \times A \times S \to [0, 1]$ is the transition function that captures the dynamics of the environment, defining a distribution over the states $s'$ that can be reached by taking action $a$ in state $s$,
- $R : S \times A \to \mathbb{R}$ is a function that defines the reward received by the agent after taking action $a$ in a state $s$, and
- $\gamma \in [0, 1)$ is the factor by which the rewards the agent receives in the future are discounted.

Informally, at each time step $t$, the agent finds itself in some state $s_t$. It takes an action $a_t$, collects a reward $r_t = R(s_t, a_t)$ and then enters the state $s_{t+1}$ by sampling from all possible states $s'$ according to $T(s_t, a_t, s')$, at which point the process repeats. The agent’s objective is to maximize the expected sum of discounted rewards, or return, it receives over the long run, i.e., to maximize:

$$E \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t \right] = E \left[ r_1 + \gamma^2 r_2 + \gamma^3 r_3 + \gamma^4 r_4 + \ldots \right]$$

A policy, $\pi : S \to A$, is a function that prescribes an action to take in any given state. The RL problem is to find the optimal policy $\pi^*$ for the agent that would maximize its return, when $T$ and $R$ are unknown. There are two standard approaches for solving for $\pi^*$. Value-based approaches, like the classic Q-learning algorithm [55], use dynamic programming to estimate the long-term utility of a state. In particular, Q-learning uses an iterative algorithm to estimate the long-term utility of a state. In particular, Q-learning uses an iterative algorithm to estimate for all state-action pairs $(s, a)$, the value of $Q(s, a)$ — the return that would be obtained from taking action $a$ in state $s$, and acting optimally thereafter. Once learned, the optimal policy can be extracted from the Q-function using greedy one-step look-ahead: $\pi^*(s) = \text{argmax}_a Q(s, a)$. Policy gradient methods like the REINFORCE algorithm [57], on the other hand, bypass the step of learning a value function and directly attempt to learn a policy instead. These algorithms represent the policy in a parameterized form, and based on the agent’s interactions with the environment, update these parameters in the direction that increases the probability of beneficial actions and reduces the probability of harmful actions. Actor-critic methods [52] combine the two approaches and simultaneously learn both a value function and a policy, using one to inform and aid the learning of the other. We refer the interested reader to Sutton and Barto’s book [52] for a more complete technical treatment of these algorithms.

2.2.1 Deep Reinforcement Learning

In most practical applications of reinforcement learning, the state space of the problem is too large to admit the use of an explicit representation for the value function and/or the policy. For example, in the
RDW setting, one could attempt to build a look-up table that, for every position \((x, z)\) the walker could occupy, prescribes an action to take. Indeed, the theoretical soundness of algorithms like Q-learning rely on the tractability of such a construction. However, such a table would be infeasible to store in practice. The standard workaround is to use an implicit functional representation instead. For example, rather than a table, one could represent the Q-function in a parameterized form such as \(Q(x, z, a) = w_1 x + w_2 z + w_3 a\), where \(w_1, w_2,\) and \(w_3\) represent scalar weights that can be tuned using standard linear regression. More generally, one may use any off-the-shelf function approximator like decision trees, support vector machines or neural networks, to represent the value function or policy, and fit it using standard techniques from supervised machine learning [6].

While the introduction of function approximators makes RL tractable, it also makes the training process brittle. For decades, this was a limiting factor in practical RL, and indeed, machine learning more broadly. Success in a particular application domain often relied on human insight and the careful crafting of features — abstractions that succinctly captured the information necessary for effective decision-making in a given state, while paring away extraneous details [11]. For example, when using RL to learn how to play the game of PacMan, one might design a function approximator that took as inputs the distance to the nearest ghost and the distance to the nearest food pellet as inputs, rather than the raw pixel information from the screen. While this approach may be successful in settings where the human designer is already a domain expert, results can be mixed in more challenging problems. Recent advances in deep learning, a powerful tool for representation learning, have helped obviate the need for such feature engineering. Deep learning methods are able to effectively train large artificial neural networks, a class of statistical models that loosely imitate the structure and behavior of biological neurons in the brain. These networks are able to represent complex nonlinear functions and discover compact, abstract representations of high-dimensional data [14, 26].

Deep neural networks have enjoyed a meteoric rise in popularity in the last decade due to their success in countless domains, including image classification [24], language translation [51], and autonomous driving [9].

Deep reinforcement learning refers to the use of deep neural networks as function approximators in RL problems. This approach has enjoyed several high-profile successes recently, enabling machines to surpass human performance in classic video games [31], defeat the world champion in the combinatorially daunting game of Go [44], achieve superhuman performance in multiplayer poker [7], and approach human-level dexterity for object manipulation [3]. In all these settings, a system was able to learn an effective control policy tabula rasa and with minimal human input, simply through experimentation in an environment with unknown dynamics and reward structure.

### 2.2.2 Proximal Policy Optimization

Proximal Policy Optimization (PPO) is an actor-critic method for deep reinforcement learning [42]. The algorithm uses deep neural networks to represent both the value function and the policy. The learning agent collects experiences — tuples of state-action-reward — by interacting with the environment and uses these to update the network parameters with gradient-based optimization methods. A key challenge when using deep neural networks as function approximators in RL is instability: even modest parameter updates can often cause very dramatic changes to the policy and cause the learning to collapse. PPO addresses this problem by using a novel clipping term in the objective function that ensures that network updates seldom move the new policy far from the previous policy [42]. PPO also employs a second corrective in the form of generalized advantage estimation [41]: rather than directly estimate \(Q(s, a)\), the learned value network instead estimates \(A(s, a)\), the advantage associated with an action \(a\) in state \(s\). Intuitively, this is a lower-variance estimate of \(Q(s, a)\) that seeks to uncover actions that have unusually high payoffs in comparison to a random action in a given state. PPO is state-of-the-art and has been shown to outperform many other methods across a variety of high-dimensional continuous control problems [42].

### 3 Steer by Reinforcement Learning (SRL)

We aim to produce a system that, without restricting users to a pre-determined path, can redirect them in a VE such that the virtual distance traveled between hard resets is maximized. We provide a brief overview of our approach. First, a steering agent is trained in an environment that simulates a user walking throughout a VE while in a 5.79 meter \(\times\) 5.79 meter physical tracking space (to mimic the tracked space of a single HTC Vive Pro), with no obstacles. At discrete intervals of time, the agent receives the user’s physical position and orientation, which it then uses to choose the redirection gains that will be applied. Based on feedback from these decisions, the agent’s policy is updated. The agent is continually trained in this manner until convergence, at which point the parameters of the deep neural network that encodes the learned policy are frozen. This network may then be used to make steering decisions in new scenarios, i.e., to output the rotation, translation, and curvature gains to apply, as a user continues to move around the VE. In the remainder of this section, we describe the details of the RL environment and the training of the SRL agent.

#### 3.1 Environment

Our RL environment simulates a user moving throughout a 5.79 meter \(\times\) 5.79 meter physical space while following an unbounded virtual path. The training phase comprises episodes, each of which begins with the walker positioned at a randomly chosen coordinate along one of the boundaries of the tracking area, with a random orientation that faces away from this boundary. A virtual path is randomly generated for the user, with the walk terminating when the user collides with a boundary (for example, see Figure 2). One user walk is simulated each episode. These simulated paths use a constant velocity of 1.4m/s, the average human walking speed, and are generated by following a straight line with changes in direction randomly occurring every 0.5 to 3.5 meters. When a change in direction occurs, the turn radius is chosen as a random value between 4 and 8 meters, and the adjustment to the heading (in degrees) is randomly sampled from the normal distribution with zero mean and scale 22.5. On every frame, there is a 1 in 30 chance that the user chooses a new direction to look (separate from the direction of travel), assuming they are not already turning their head. The new looking angle is randomly sampled from a normal distribution with zero mean and scale 45, where zero degrees corresponds to looking in the direction of travel. The user’s head turns at a constant rate of 9 degrees per second. While many of these random walk parameters are arbitrary, we note that the specific choices are moot, since the learning system can simply be retrained for new parameter choices as necessary.

![Fig. 2. A simulated path with no redirection applied. This is an example of a path the agent would see during training. The darkening tint on the path represents the passage of time.](image-url)
Table 1. The hyperparameter values used when training our final agents.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>discount factor</td>
<td>0.99</td>
<td>Discount factor ($\gamma$) used in computing state values. This value corresponds to a time horizon of 100 actions into the future.</td>
</tr>
<tr>
<td>batch size</td>
<td>2048</td>
<td>The number of experiences collected for each gradient descent update.</td>
</tr>
<tr>
<td>learning rate</td>
<td>0.001</td>
<td>The learning rate used by the Adam optimization algorithm.</td>
</tr>
<tr>
<td>clipping range</td>
<td>0.2</td>
<td>The clipping parameter epsilon used in the PPO surrogate objective.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.95</td>
<td>The parameter in the Generalized Advantage Estimation [41] calculation that controls the tradeoff between bias and variance.</td>
</tr>
<tr>
<td>entropy coefficient</td>
<td>0</td>
<td>The coefficient for the entropy term in the objective function that encourages exploration.</td>
</tr>
</tbody>
</table>

where $x_t$ and $z_t$ are the user’s coordinates in the tracking space and $\phi_H^t$ and $\phi_C^t$ are the user’s heading angle and looking angle respectively. All four values are normalized to the range $[0, 1]$. The 10 most recent states observed by the agent are concatenated to form the 40-vector

$$o_t = \begin{bmatrix} x_t - 9, z_t - 9, \phi_H^t, \phi_C^t, x_{t-1} - 8, z_{t-1} - 8, \phi_H^{t-1}, \phi_C^{t-1}, \ldots, x_1, z_1, \phi_H^1, \phi_C^1 \end{bmatrix}$$

which the agent receives as an observation at time $t$. Note that due to our use of action repetition (discussed below), the 10 states in an observation may not be contiguous in time — rather, they represent the last 10 states when the agent was called upon to make a steering decision. The policy learned by the agent maps each such observation to an action. Such state concatenation (also referred to as “frame stacking”) is a technique that is commonly employed in deep RL in domains that require temporal awareness [31]. In our setting, we use frame stacking to provide the agent with information about the user’s recent path, and therefore, potential future trajectory, which is not inferable from the instantaneous state alone.

Upon receiving an observation, the agent selects an action to execute. An action is a 3-vector

$$a_t = \begin{bmatrix} R, S^T, 1 \end{bmatrix}_t$$

that specifies the rotation, translation, and curvature gains that will be applied to the user’s movement at time $t$. The range of permissible values for the gains are the imperceptible gain values as determined by Steinnicke et al. [47]; $R_t \in [-0.2, 0.49]$, $S^T_t \in [-0.14, 0.26]$ and $C^T_t \in [-0.045, 0.045]$. Once an action is selected, the environment is stepped forward to time $t + 1$, by advancing the walker to their next position in the virtual path, with the gains given by $a_t$ applied to the user’s movement in the physical world.

However, the agent is not called upon to make decisions on every time step $t$ due to our use of action repetition — when the agent sees an observation and selects an action, that action is applied for $k$ consecutive time steps in the environment, before the agent is shown another observation and allowed to act again. During training, $k$ is uniformly sampled from the range [15, 25] every time an action is selected. Hence, any two consecutive states in the frame stack will be between 15 and 25 atomic time steps apart. The action repeat technique is standard in RL [31], and is known to improve learning by helping the agent learn a smooth policy with minimal jitter [43].

After each action is taken, the agent receives a reward signal from the environment. The structure of this reward often has a significant impact on the success of the learning agent as a poorly designed reward function can bias an agent’s policy in unexpected and counter-intuitive ways [2]. Reward functions generally fall into one of two categories, sparse or shaped. Sparse reward functions signal the agent very infrequently, often only when a primary objective has been achieved (for example, send a reward of $-1$ when the user leaves the tracking space and a reward of 0 otherwise). Sparse rewards are generally desirable because they are easily specified and impose minimal bias on the learned policy. Unfortunately, sparse rewards are notoriously difficult to learn from due to the credit-assignment problem [29] — if a reward is only received after a long sequence of actions, it can be challenging to determine which of those actions meaningfully contributed to the eventual outcome. On the other hand, shaped reward functions send a signal at every time step (for example, the user’s distance from the nearest boundary of the tracking space). Shaped rewards require the human to encode more information about the problem’s desired solution and are liable to inject those biases into the policy. However, they are easier to learn from and can lead to faster convergence and better policies in practice [25, 33].

In our experiments, we use a shaped reward function that attempts to prevent collisions by incentivizing scenarios in which there is a lot of free space in the directions the user is likely about to walk. For example, a state where the user is standing at the middle of a boundary and is moving towards the center of the tracked space would receive a high reward. Formally, at time $t$, the agent receives the reward

$$R(x_t, z_t, \phi_H^t) = \hat{R}(\phi_H^t) + \min \left( \hat{R}(\phi_H^t - 90), \hat{R}(\phi_H^t + 90) \right).$$

where $x_t$ and $z_t$ are the user’s physical $x$- and $z$-coordinates on the ground plane, and $\hat{R}(\phi)$ is the distance between the agent and the boundary in the direction given by angle $\phi$. The min-term encourages states where the user has space directly to their left and right. The values are also normalized to the size of the room, i.e., distances are divided by the length of the diagonal of the tracking space. An exception is made when the user collides with the boundary of the tracking space, in which case $R(x_t, z_t, \phi_H^t) = -1$. $R(x_t, z_t, \phi_H^t)$ is calculated for all $k$ timesteps in the action repeat, and the sum of all $k$ rewards is returned to the agent as the reward signal for that repeat sequence.

The environment is run at a frame rate of 60 fps, and each time step represents one frame. An episode terminates when the user reaches the boundary of the physical space or after the simulation has been advanced 3600 time steps.

### 3.2 Training

We train an RL agent to learn a policy that prescribes redirection gains given the user’s position and orientation in the tracking area. Our agent is trained with the PPO algorithm [42] on the environment described in Section 3.1. We use the OpenAI Baselines [10] implementation of PPO in our experiments, and the agent is trained on 8 vCPUs and a single NVIDIA K620 GPU. We experimentally tuned the various hyperparameters used in the PPO algorithm, and the best performing settings are listed in Table 1.

We represent the policy and value functions with two fully-connected artificial neural networks. Each network has two hidden layers of 128 units each, and each hidden layer is followed by a layer of rectified linear units (ReLU) [13]. While these are relatively small networks in the context of modern deep learning systems, they compare favorably with network sizes that are typically employed in deep RL [42]. Further, the relatively small size allows for short computation times during action selection, which is an important consideration when redirecting users in real-time.

The value network outputs a single scalar corresponding to the value of a state $s$, which is used to compute the advantage term $A(s,a)$ for the action $a$. The policy network outputs three pairs of scalars, corresponding to the mean and standard deviation of three Gaussian distributions. The gains $a_t = [R_t, S^T_t, C^T_t]$ to apply are determined by sampling independently from these three distributions. The network
parameters are updated with the Adam optimization algorithm [23]. Each agent was allowed to make 1.5 million steering decisions during training, by which point performance had typically plateaued. This is equivalent to about 140 hours of real time spent redirecting users.

4 METHODS
In order to assess the performance of our system, we evaluate and compare three unique steering algorithms:

- NO: No redirection is applied. This is the baseline algorithm for comparison.
- S2C: The steer-to-center algorithm as described by [19].
- SRL: Gains are applied according to the policy learned by the agent.

4.1 Simulated Paths
We evaluate the algorithms on a set of 5000 simulated paths. The paths are generated with the same method used during training (see subsection 3.1), with the exception that each path begins with the user facing directly north, south, east, or west, and the user is initially placed in the center of the appropriate wall (for example, the south wall if initially facing north).

4.2 Real Paths
In order to test the effectiveness of our agent’s learned policy in a more realistic setting, we recorded the paths walked by 10 volunteers through an immersive VE. The goal was to collect a set of virtual paths that were not generated by our simulator to determine if the policy learned on the simulated paths was effective when applied to real human walking behaviors. We note that transfer learning — where the agent is expected to perform well on a task after training on a related, but different, task — is still an open problem in machine learning [36]. However, given the time-consuming nature of collecting a large enough sample of real user paths for reliable learning, we chose to instead investigate the viability of a steering algorithm trained on simulated data.

The VE used was a virtual replica of the historic Johnson house in New Canaan, Connecticut (see Figure 3). Participants were initially positioned at an entrance to the house and instructed to simply explore the environment for 60 seconds. As the participant moved throughout the environment, their virtual position, heading, and looking direction were recorded at every frame, and were subsequently used for evaluating our steering algorithms.

4.3 Evaluation
We applied each steering algorithm to the 5,000 simulated paths and 10 real paths, and measured performance by recording the virtual distance traveled before a collision with a boundary of the tracking space. During evaluation, the SRL agent used a constant action repeat of 20, rather than a random repeat amount, which allows for deterministic evaluation.

It is well known that changing random seeds between trials can have a significant impact on the performance of deep RL algorithms [15]. Thus, when evaluating RL algorithms, it is common practice to train multiple instances of an agent and average the performance across all trials. We follow this practice by training 10 identical agents (the only difference is the random seed used for each run), each of which is evaluated on the 5,000 simulated paths and 10 real paths. For each path, we then average the virtual distance traveled across all 10 agents. The averaged results are used in our analyses.

5 RESULTS
5.1 Simulated Paths
We calculated the virtual distance traveled by the user before colliding with a boundary on 5,000 simulated paths, using each of the three steering algorithms, NO, S2C, and SRL. Before analysis, we replaced the outliers for each steering algorithm, determined to be more than 1.5 times the inter-quartile range, by each algorithm’s median value. Descriptive statistics for the three algorithms can be found in Table 2. Due to heavy-tailed distributions in SRL and S2C, Levene’s test for homogeneity of variance failed, $F(2,14997) = 1048.7$, $p < .0001$. The difference in virtual distance traveled by the steering algorithms was therefore analyzed using a robust one-way repeated measures ANOVA with 20% trimmed-means. Analysis was performed with R version 3.6.1 using the WRS2 package for robust statistical methods.

A significant effect of steering algorithm was found, $F(2, 5984.37) = 2870.90$, $p < .0001$. Due to the large sample size, we report our effect sizes through confidence intervals [28]. A confidence interval that does not include zero is considered significant, however interpreting the results requires considering the bounds of the confidence interval range. We performed a pairwise robust post hoc analysis using linear contrasts (see Table 3 and Figure 4). As expected, S2C significantly outperformed NO ($\psi = -2.35 [-2.45, -2.25]$). On 95% of trials, paths using the S2C algorithm traveled 2.25 to 2.45 meters farther, before running into a boundary, than when traveling the same path using no redirection. Importantly, our SRL algorithm similarly outperformed NO, ($\psi = -2.60 [-2.70, -2.50]$). Finally, SRL slightly outperformed S2C ($\psi = 0.10 [0.04, 0.16]$). On 95% of simulated paths, the SRL algorithm allowed the walker to travel an additional 0.04 to 0.16 meters, before running into a boundary, than when traveling the same path using S2C.

5.2 Real Paths
We analyzed the virtual distance traveled on paths walked by real people using each of the steering algorithms, to study the effectiveness of our SRL algorithm, even though it was trained on simulated paths. The

<table>
<thead>
<tr>
<th>condition</th>
<th>mean</th>
<th>sd</th>
<th>median</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>6.09</td>
<td>1.37</td>
<td>6.23</td>
<td>2.78</td>
<td>9.68</td>
</tr>
<tr>
<td>S2C</td>
<td>8.69</td>
<td>3.31</td>
<td>8.87</td>
<td>1.96</td>
<td>18.32</td>
</tr>
<tr>
<td>SRL</td>
<td>8.96</td>
<td>3.19</td>
<td>9.12</td>
<td>1.90</td>
<td>17.61</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of distance traveled (meters) before running into a wall of the NO, S2C, and RL steering algorithms on 5000 simulated paths. Statistics include the mean, standard deviation (sd), median, minimum distance traveled (min), and maximum distance travelled (max). 3.5 meters × 3.5 meters. When the user collides with the boundary of this tracking space, they are reset using the method described by Williams et al [56]. This allowed participants to explore the entire VE even though it was more than four times the size of the tracked space. Path data was not recorded while the user was being reset.
We found that deep RL techniques can learn a steering policy that generalizes to a curious virtual world. No significant difference was found between SRL and S2C on the virtual world. Using different paths with more curves and turns would likely produce different results.

In this work, we analyzed the virtual distance traveled before reaching a boundary, and a score of 0 at all other steps. However, the learned virtual world, which in turn maximizes the agent's future reward. More important is the fact that S2C significantly outperformed both NO and SRL. The difference in virtual distance traveled by the steering algorithms on 5000 simulated paths, S2C outperformed NO, and SRL outperformed both NO and S2C.

<table>
<thead>
<tr>
<th>Contrast</th>
<th>ψ</th>
<th>CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO vs. SRL</td>
<td>−2.60</td>
<td>[−2.70, −2.50]</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NO vs. S2C</td>
<td>−2.35</td>
<td>[−2.45, −2.25]</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SRL vs. S2C</td>
<td>0.10</td>
<td>[0.04, 0.16]</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 3. Pairwise robust post hoc analysis of the NO, S2C, and SRL steering algorithms on 5000 simulated paths. S2C outperformed NO, and SRL outperformed both NO and S2C.

Fig. 4. The 95% confidence intervals (CIs) of the additional distance traveled comparing each of the steering algorithms pairwise. SRL significantly outperformed both S2C and NO (95% CI does not include zero). S2C significantly outperformed NO.

6 DISCUSSION

We found that deep RL techniques can learn a steering policy that generalizes to a virtual world. No significant difference was found between SRL and S2C on real paths, further supporting SRL’s transfer learning capabilities. Our results provide critical evidence that reinforcement learning can provide additional insight into developing more effective RDW steering algorithms.

In this work, we analyzed the virtual distance traveled before reaching a boundary of the tracking space, rather than the number of hard resets in a given amount of time. For the simulated paths, translating our results into resets per minute gives the following: NO (M = 13.64 ± 5.21), S2C (M = 9.29 ± 5.48), and SRL (M = 9.18 ± 4.64). Our number of resets is noticeably higher than those reported by Lee et al. [27]. Their non-predefined path in a slightly smaller tracker space had fewer resets per minute for both no redirection (8.55 resets/minute), and S2C (7.18 resets/minute). This suggests that the path type used dramatically affects the number of resets, the distance traveled, and the learned algorithm. Our simulated paths were generally long straight paths with occasional turns. Using different paths with more curves and turns would likely produce different results.

After training agents with SRL, we more closely examined a policy learned by our agent. First, we find that the agent always outputs the maximal translation gain. While this trivial policy may seem surprising at first, it makes intuitive sense when considering the agent’s goal — a higher translation gain corresponds to a larger distance traveled in the virtual world, which in turn maximizes the agent's future reward. More interesting is SRL’s policy for rotation gain: SRL chooses either the maximum or minimum value the vast majority of the time. Otherwise, the policy outputs in-between values with relatively uniform probability (see Figure 6). A similar pattern emerges from S2C, with the exception that S2C prescribes zero rotation/curvature with much greater frequency than SRL.

We attempt to gain some insight into the spatial patterns of SRL’s rotation policy compared to S2C with the simple example described in Figure 7. The perfectly straight paths used in this setting, although unrealistic, nonetheless allow for a straightforward interpretation of the results. While SRL’s policy in this example is not perfect, it does seem intuitive — rotation is maximized against head rotation (minimum negative value) while the user still has space in front of them, whereas it is maximized with head rotation (maximum positive value) when a boundary is approaching to help turn the user around towards open space. The heatmap for SRL’s curvature gains (omitted) looks almost identical to the one shown in Figure 7, except that the red and blue regions are flipped. This is surprising, as it implies that the rotation and curvature gain are working against each other. However, when we evaluated the best performing agent on the simulated paths but enforced a constant curvature gain of zero (the agent only selected rotation and translation gains), the median virtual distance traveled increased by 0.02 meters compared to when the agent was allowed to determine all three gains. Given the relatively low impact of applying curvature gains, it is unsurprising that the agent would have difficulty in learning a meaningful curvature policy.

The main difference between S2C and SRL appears to be that SRL always redirects the user, while S2C does not redirect the user when facing the center of the tracked space. When walking directly north through the center of the tracked space, S2C performs no rotation until the user passes through the center. S2C then attempts to arch the user back toward the center of the room.

An important advantage of an RL system is that it can be trained to fit specific types of environments or paths. We chose to train the agent on random virtual paths in a generic square tracking space, but this was merely for the purpose of producing a general-purpose algorithm that is applicable to typical environments. Consider a VE in which
We found that deep RL techniques can learn a steering policy that transfers to the real world. No significant difference was found between SRL and S2C on virtual paths, a critical demonstration of transferring simulation to the real world. SRL vs. S2C had fewer resets per minute for both no redirection and S2C (78 ± 18 resets/minute). This suggests that the path type used in the virtual environment can be captured, an agent can be trained specifically for that VE. In this scenario, we can think of the agent as learning an implicit predictive algorithm — the agent has a chance to extract meaningful patterns from users’ interactions with the environment and make informed decisions based on forecasts of where they are likely to go. Indeed, neural networks have demonstrated the ability to predict human walking paths in the computer vision domain [20]. Similarly, an agent could be tailored to an unusually shaped tracking area.

Once an agent has been trained, SRL is very straightforward to use in practice. The neural network that represents the policy can be extracted from the training infrastructure to serve as an efficient lookup table. With the user’s recent history of states given as input, a forward computation is performed through the network to produce the three gains that should be applied. On our modest hardware, the average time for this computation is very fast, about 0.407 milliseconds.

### 6.1 Other Experiments

Despite the excitement surrounding it, deep RL is still a relatively nascent research area and the reliable reproducibility of results remains an ongoing challenge for the field [15]. It is not uncommon for algorithms to excel at learning policies in one domain, but completely fail in another; or to display an extreme sensitivity to hyperparameter settings [15]. In this section, we briefly discuss some experimental directions we pursued that ultimately proved unfruitful, in the hope that it may be of use to future researchers.

As discussed in subsection 3.1, a sparse reward function is preferable for RL problems as they allow the designer to succinctly specify the agent’s goal, with minimal domain-specific knowledge engineering. We performed several experiments with sparse reward structures — for example, with the agent receiving a −1 signal upon reaching a boundary, and a score of 0 at all other steps. However, the learned policies always performed considerably worse in these cases than when using the shaped reward. Additionally, we experimented with shaped rewards that simply considered the distance to the nearest wall (median distance traveled = 8.90 meters), but we found our final reward function (median distance traveled = 9.12 meters) performed significantly better, F(1, 5920.78) = 15.01, p = .0001. See Figure 8.

Another factor we considered was network architecture. While our final agent uses a simple fully-connected neural network, we also tested long short-term memory (LSTM) networks [17]. LSTMs maintain an internal state that persists across time steps, effectively endowing a neural network with some “memory”. They have proven adept at modeling long-term dependencies, particularly in natural language tasks like translation [51]. LSTMs are also used in deep RL applications to enable the policy/value networks to perform some rudimentary temporal reasoning [30]. We found that adding LSTM layers did not result in any significant performance improvement in our setting. We suspect that our state stacking technique (described in subsection 3.1) sufficiently models temporal effects in our domain, and the LSTM machinery is thus superfluous. Additionally, we found that increasing the number of hidden units or layers in the fully-connected architecture had no impact on performance.

Finally, we also studied the impact of discretizing the action space of the agent. Specifically, rather than allowing the agent to pick any real number in the permitted range for each of the gains, we limited the agent to a small set of quantized values in each range. In this discretized setting, we were able to run learning experiments using a second deep RL algorithm, Rainbow [16], in addition to PPO. Rainbow and its predecessors have been more widely studied in the research literature and are somewhat better understood and easier to tune — however, they cannot handle continuous control problems, unlike PPO which can handle both continuous and discrete action spaces. However, policies learned in this discretized setting (with both algorithms) consistently performed worse than those learned using PPO in the continuous setting.

---

**Fig. 6.** S2C and SRL determined the rotation gain that should be applied for 25000 random positions from generated paths. The histograms show the distributions of the gains selected by S2C (orange) and SRL (blue). Note the logarithmic scale on the y-axis. We find that a similar pattern emerges for the curvature gain.

**Fig. 7.** Each heatmap represents the physical tracking space, and the color corresponds to the average rotation gain chosen at that location in the space. The gains are collected from simulated paths that start at a random position on the south wall and move north in a straight line (the gains are not actually applied to the paths, so they are straight in the physical world as well). The user’s head is unrealistically simulated to continuously move clockwise.
6.2 Future Work

While our results in this paper demonstrate that RL techniques can be successfully used to learn steering algorithms for RDW, there are several promising avenues for future work that hold the potential to advance the state-of-the-art.

We found the choice of reward function to have a significant impact on performance (see subsection 6.1). Given the difficulties in learning from sparse rewards, many successes in RL arise from carefully crafted, and often complex, shaped reward functions, and it is likely that modifications to our reward function could lead to improved performance. An interesting approach could be to combine unsupervised auxiliary tasks with SRL — a technique that attempts to simultaneously maximize pseudo-reward functions in the absence of extrinsic rewards [22]. Ultimately though, sparse rewards should be revisited for this problem, as using a shaped reward imposes biases on the learned policy.

Given the promise of RL for RDW, we also note the need for a dataset of paths walked by real humans. While this paper considered the transfer learning problem of training on simulated paths to steer human walkers, it is well-known that machine learning methods work best when they are trained on data drawn from the same distribution as the evaluation data [1]. Our results on the 10 real user paths reflect this. Thus, future work should focus on either creating a more realistic path simulator or, preferably, collecting a large dataset of real paths. If our agent were to be trained on sufficient real data, we would expect to see a large boost in performance on real user paths.

Finally, as is the case with all methods that rely on local optimization techniques, deep RL methods can get stuck in local optima from which recovery can be challenging. One promising workaround is to instead start with a high-quality policy and simply attempt to “fine-tune” it using RL. The first version of Google DeepMind’s AlphaGo system, for playing the board game Go, used this approach [45]. The system first learned a baseline value function by training on a database of Go games played by humans, using standard supervised learning methods. RL was subsequently used to iteratively improve the system’s positional evaluation ability, to a superhuman level. One could attempt something similar in the RDW setting: we could train a policy network that simply mimicked the prescriptions of S2C in any given scenario, using actual S2C gains as the supervising signal. RL could then subsequently be used to improve on the S2C steering policy.

7 Conclusions

In this work, we presented an approach for learning a RDW steering algorithm with RL. We frame the redirection problem as a Markov Decision Process where at each time step, a learning agent receives an observation that encodes the user’s position and orientation in the tracked space and takes an action that determines the rotation, translation, and curvature gains to apply. When trained and evaluated on simulated user paths, our algorithm, SRL, significantly increased the virtual distance traveled between collisions with the boundaries of a 5.79 × 5.79 meter tracking space compared to steer-to-center. When evaluated on 10 real user paths, we find that the policy learned on the simulated paths still significantly outperforms no redirection and has no significant difference from S2C — evidence of successful transfer learning.

Because we model the problem as a continuous control problem where the agent directly outputs redirection gains, SRL is a significant step in the direction of a steering algorithm that is not reliant on extensive human engineered logic. This is the first work to apply RL to RDW in such a manner, to the best of our knowledge. Under the general framework we present here, we see enormous potential for RL to drive the future of RDW and ultimately allow for the free exploration of unbounded virtual environments in limited physical spaces.
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