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Figure 1: The proposed hybrid rendering system reprojects the source image of the left viewpoint into the right viewpoint by using an adaptive 3D grid warping approach (left), detects disoccluded regions (middle, marked in green) and resolves them correctly through adaptive real-time ray-tracing (right).

ABSTRACT

Stereoscopic rendering is a prominent feature of virtual reality applications to generate depth cues and to provide depth perception in the virtual world. However, straight-forward stereo rendering methods usually are expensive since they render the scene from two eye-points which in general doubles the frame times. This is particularly problematic since virtual reality sets high requirements for real-time capabilities and image resolution. Hence, this paper presents a hybrid rendering system that combines classic rasterization and real-time ray-tracing to accelerate stereoscopic rendering. The system reprojects the pre-rendered left half of the stereo image pair into the right perspective using a forward grid warping technique and identifies resulting reprojection errors, which are then efficiently resolved by adaptive real-time ray-tracing. A final analysis shows that the system achieves a significant performance gain, has a negligible quality impact, and is suitable even for higher rendering resolutions.


1 INTRODUCTION

As recent years have shown, the Virtual Reality (VR) community continues to grow steadily. More and more hardware manufacturers are launching new head-mounted displays (HMDs) on the market. This includes mobile systems such as the Oculus Go or the more advanced Oculus Quest. But also classic desktop systems like the HTC Vive Pro will remain on the market. Nevertheless, all systems have one characteristic in common - they require stereoscopic rendering with a high spatial and temporal resolution. Despite continuous improvements in the underlying GPU hardware, the increasing rendering requirements continue to pose a challenge for the latest VR devices. Not only increasing resolutions and refresh rates but also increasing demands on visualization fidelity can have a considerable impact on the rendering performance. A high degree of immersion is essential for every VR application. A low frame rate or a high system latency can have a negative impact on it and can lead to a reduced sense of presence [29], or even cause motion sickness. That is why the underlying rendering of a VR application has to meet the given requirements.

Optimization methods for stereoscopic rendering, frequently used in popular game engines, often target only at the CPU-side application loop or improve geometry processing to a certain extent. For example, single-pass stereo rendering using geometry duplication in a geometry shader or using instanced API drawcalls. But these optimization options do not reduce the workload in the fragment shaders. Still, all pixels of both output frames of the stereo image pair have to be shaded entirely in the fragment shaders.

This paper presents a rendering system that accelerates the rendering process of one image of the stereo pair using spatial reprojection. The reprojection technique is integrated into a classic deferred rendering pipeline, which generates the left reference image via regular rasterization and fragment shading. This is followed by a forward reprojection step using an adaptive 3D grid warping ap-
proach [16, 34] to reproject the pixel information of the left image into the right viewpoint. Reprojection errors and appearing visual artifacts are correctly solved via an adaptive real-time ray-tracing hole-filling technique. To this end, the DirectX Raytracing (DXR) API is used to perform hardware-accelerated ray-tracing on supported hardware, and hence eliminating the typical bottleneck that arises from performing compute-intensive ray-tracing operations in parallel to rasterization. The resulting image (cf. Fig. 1) correctly captures disocclusions and is very close to a reference rendering.

In our paper we make the following contributions:

- A hybrid reprojection system that combines rasterized rendering with adaptive ray-tracing to accelerate stereoscopic rendering
- A perceptually motivated heuristic for an adaptive grid subdivision used during the 3D grid warping stage
- A comprehensive performance analysis of said system, including a comparison between hardware-accelerated ray-tracing and rasterization for the shading of disoccluded regions

2 RELATED WORK

Increasing display resolutions and higher frame rates do not necessarily imply an equal increase in the required computational effort to render a frame. Reprojection algorithms leverage existing spatial and temporal coherences within a scene to reuse previously computed values. A large body of work exists for these algorithms extending over various different fields such as view interpolations of video footage, acceleration of preview image rendering for offline renderers, up to performance optimization for real-time rendering. Motivated by our use case of stereoscopic rendering, we focus primarily on reviewing reprojection algorithms aimed at real-time rendering.

2.1 Reprojection

Graphics rendering was accelerated via reprojection very early [1–3, 19]. Reprojection could shorten the computation times of first ray-tracing-based renderings of stereoscopic images by exploiting the coherence between the two perspectives. The first usage of reprojection for a head-tracked stereoscopic display is given by McMillan et al. [28].

Many approaches rely on forward reprojection, where each pixel of the input image is mapped to one pixel in the output image [39]. Since the mapping is surjective, a direct reprojection does not assign a value to all pixels of the output image, resulting in visible holes. This fact can be mitigated by using point splatting [33, 38], or by interpreting the input image as a connected mesh [26] whose vertices mirror the depth values of the pixels. Such a warping grid can then be transformed via a vertex shader into another perspective [15], where rasterization and shading take place. This approach does not suffer from the aforementioned pixel holes. Instead, foreground and background objects are connected by so-called “rubber-sheets”.

A native resolution warping grid (one-to-one mapping between vertex and pixel) is not necessary, as adjacent pixels with similar attributes can be warped together as bigger patches into the target perspective [12]. Didyk et al. [16] subdivide only grid cells, which cover pixels of a higher depth disparity. Using this adaptive subdivision approach results in less grid triangles and hence in better warping performance without compromising quality. Schollmeyer et al. [34] subdivide the warping grid based on a colinearity measure, which prevents over-tessellation of slanted surfaces and reduces the number of grid triangles even further. In addition the authors also handle the reprojection of transparent geometry via ray-casting into an A-Buffer.

A reprojection can also be done in backward order, where each pixel in the target image searches for corresponding pixels in one or more source images. Nehab et al. [30] presented the reverse reprojection cache, which allowed fragments to reuse shading results from previous frames. This is achieved by explicitly storing and transforming vertex attributes for multiple frames. Another approach is proposed by Bowles et al. [11], which extends the work of Yang et al. [41] on fixed point iteration to search for a given pixels location in the previous frame. The advantage of the method is that no additional vertex attribute is needed for the position in the previous frame, and also a second transform of the vertex into the previous position is not required. A more recent usage of fixed point iteration is proposed by Lee et al. [24], but only in the context of depth buffer warping to accelerate, e.g., occlusion culling, and not for the rendering of color images.

2.2 Hole-Filling

The common problem of all mentioned reprojection methods is that they cannot render a perfect image for a new camera perspective. If previously hidden geometry becomes visible in the new perspective, disocclusions occur, as no color information is available in the source image. These pixel regions cannot be filled properly by reprojection alone, and erroneous pixels, also called holes, remain in the image. A large body of work has been done in the field of digital image and video post-processing on hole-filling, or inpainting, techniques [10, 14, 40, 42]. However due to performance considerations, these are rarely used in a real-time context. Instead authors rely on simpler techniques, as they are required to execute in a fraction of the available frame-time budget.

The correct, but also the most expensive solution is to rerender the missing information. While the shading calculations can be restricted only to specific pixels [30], in raster-based rendering the entire captured scene geometry has to be processed nonetheless, introducing a significant overhead. Didyk et al. [16] use a simple inpainting strategy, which selects random neighbouring pixels to cover up resulting holes. While very efficient, this method is not suitable for prominent disoccluded regions. Bowles et al. [11] clone the pixel values of the background texture surrounding the disoccluded region. Schollmeyer et al. [34] employ a hole-filling solution using low-pass filtered intermediate result images. After the image warping process, the output image is subject to a multi-stage low-pass filtering process, where only non-hole pixels, or pixels that have a greater depth than the previously calculated average are considered. This approach works well for small disocclusions or to cover up largely homogeneous regions. However for more detailed background textures, the inpainting becomes obvious.
2.3 Ray-Tracing
Adaptive ray-tracing has also been used very early as a hole-filling technique. For example, Adelson et al. [4] employ it to accelerate the generation of fully ray-traced animation frames. Previously rendered frames are reprojected into the current view perspective and validated for resulting errors which are marked for the subsequent adaptive ray-tracing hole-filling pass. Only a small number of pixels have to be reshaded from scratch with newly traced primary rays. Unlike the previously mentioned inpainting and filtering strategies, this technique leads to exact ray-traced animation frames with reported time savings of up to 92 %, compared to a full rendering. Further usage can be found in a voxel-based terrain rendering system for a flight simulator [32] and for stereoscopic voxel-based terrain rendering [36]. It has also been used in the context of foveated rendering to create a higher sampling density in the user’s central vision and to correct reprojection errors [37]. However, it is only usable in certain scenes designed for ray-tracing, as pointed out by Friston et al. [20].

Since the introduction of hardware accelerated ray-tracing on consumer graphics cards, this new feature was primarily used in hybrid rendering systems for improving the fidelity of rendering effects like reflections, global illumination (GI) and shadows for a wide range of 3D scenes [21]. The work of Barré-Brisebois et al. [8] should be mentioned here on the hybrid rendering pipeline for the PICA PICA experimental showcase. It combines standard rasterization with ray-traced visual features in real-time. It another usage can be found in the work of Majercik et al. [25] for efficient GI rendering by extending irradiance probes. It is also used in the field of anti-aliasing (AA) as shown by Marrs et al. [27] to improve Temporal AA [23].

In contrast, our work leverages hardware accelerated ray-tracing to improve the rendering performance of stereoscopic applications. We build upon the work of both Didyk et al. [16] and Schollmeyer et al. [34] who also target stereoscopic rendering using a grid based reprojection approach. However, our approach differs in a few important ways. Our grid subdivision is done in a single pass using the hardware tessellator, instead of a multi-pass geometry shader approach. We employ a perceptually motivated heuristic to subdivide our grid cells, which is not based on absolute measures. And lastly, we do not perform any inpainting to hide occlusion artifacts. Instead, we use adaptive raytracing to correctly reconstruct the missing information.

3 HYBRID STEREO RENDERING
The reprojection system proposed in this paper consists of two main components - a reprojection pass, and a hole-filling pass. An overview of the system is shown in Fig. 2. For our integration, we use a standard deferred rendering pipeline, which is divided into a G-buffer pass and a lighting pass. The left image of the stereo pair is generated as usual by the deferred pass. Shadow mapping is integrated by generating a simple shadow map for the primary light source of the scene and forwarding it to the lighting pass. The output frame of the lighting pass is directly submitted to the left portion of the output display, but also passed on, including the depth buffer of the left image, to the following reprojection pass.

The reprojection pass performs a forward 3D grid warping and reprojects the left source image into the right viewpoint. Any resulting reprojection errors (holes) are detected and filled via the subsequent hole-filling pass using adaptive real-time ray-tracing. The ray-tracing pass executes the same shading code (including shadow factor calculation) in the ray-trace hit shaders as the fragment shader of the lighting pass. Thus, the holes are filled with correctly shaded color information, and the resulting image is then submitted to the right portion of the display.

It is important to note that our reprojection system does not depend on any specific rendering pipeline. It requires only the depth and radiance values of a rendered viewport, and can therefore be integrated into a large variety of rendering setups. Also the reprojection direction is arbitrary and not limited to any specific direction. However, for the sake of simplicity, we will assume a left-to-right reprojection in our explanation.

3.1 3D Grid Warping
The warping grid is initialized at the system’s start in NDC coordinates with a cell size of 16 × 16 pixels and bound to the GPU. As already pointed out by Didyk et al. [16], 3D warping does not require a native grid resolution. However, a 16 × 16 cell is not sufficient enough to warp geometry surfaces distortion-free at borders of foreground and background objects. For this reason, a dynamic hardware tessellation is used to adapt the grid cell size to the underlying source image. The tessellation is done via the hardware tessellator stage introduced in DirectX 11, which can be controlled by specific hull and domain shaders. In order to decide dynamically whether a grid cell should be tessellated or not, a compute shader is executed before the actual reprojection takes place. In it, a fast parallel reduction is performed on the depth buffer of the source image to obtain min/max depth values residing inside a grid cell. Based on them, we compute our subdivision heuristic and pass it to the next stage. In the hull shader, a threshold condition is used to decide whether the given grid cell should be tessellated with the factor of 16 (native resolution equivalent) or left unchanged.

A common source of visual artifacts when using adaptive tessellation are T-junctions. They arise when neighbouring patches use different tessellation factors [31], and can introduce visible cracks into a displaced mesh. In order to prevent these artifacts from happening, we additionally tessellate all grid cells in a 4-neighborhood around the cell in question. While this increases the amount of generated grid triangles, it also prohibits the creation of T-junctions in the direct vicinity of displaced vertices.

The actual reprojection then takes place in the domain shader. Here, all default vertices and new vertices created by the tessellator are transformed into the target viewpoint with a pre-computed reprojection matrix and the depth value of each vertex position in the source image. The reprojection matrix consists of the inverse view-projection matrix of the left camera and the view-projection matrix of the right camera. The grid is then rasterized and shaded via a bilinear texture lookup into the source image.

3.2 Subdivision Heuristic
In order to determine if a grid cell of 16 × 16 pixels needs to be further subdivided, we employ a perceptually motivated heuristic based on binocular parallax (cf. Fig. 3). Binocular parallax is the angle θ between the lines of sight of both eyes, separated by an
shader, in case no geometry is is the normal at the hit point. If the distance increases, i.e., a surface is viewed at an oblique angle, the \( \alpha_0 + (4) = d = 1 \) \( \Delta t \) \( 2 \) \( \tan z \) between the associated binocular parallax angles is (2)

When comparing two points at a depth discontinuity, two distinct binocular parallax angles will be present. The difference between these angles \( \theta_A \), is what determines if an observer can differentiate between the two depth values (based on stereoscopic vision alone). The discrimination threshold is referred to as stereo acuity, and is on average between 0.5 and 1 minutes of arc [13].

In order to provide a conservative estimate for our grid subdivision, we search for the minimum \( z_{\text{min}} \) and maximum \( z_{\text{max}} \) depth value inside of a given cell. It should be noted, that when working with binocular parallax, depth values have to be linearized first. A difference \( \theta_\lambda \) between the associated binocular parallax angles is computed

\[
\theta_\lambda(z_{\text{min}}, z_{\text{max}}) = \theta(z_{\text{min}}) - \theta(z_{\text{max}})
\]

and compared against a threshold value. Values under the threshold are indicative of indistinguishable depth differences, for which a subdivision would be redundant. For values over the threshold, on the other hand, a subdivision becomes necessary. In contrast to subdivision approaches based on absolute depth [16] or colinearity differences [34], our heuristic interprets depth disparities in relation to the distance at which they occur (cf. Fig. 4).

### 3.3 Disocclusion Detection

The result of the grid warping stage can be seen in Fig. 6 (a). Resulting “rubber-sheets” can cover disoccluded regions, as well as occlude regions, where correct information is available in the source image.

We discard these regions and flag them (i.e., green regions in the middle of Fig. 1) for a subsequent hole-filling process. To this end, a Sobel operator is used in the domain shader, to filter the input depth buffer at a given vertex position. The resulting per-vertex depth gradient is passed on to the fragment shader, where a threshold condition decides if a fragment should be discarded. We also tested if afflicted grid triangles could be directly discarded via a geometry shader, to avoid unnecessary rasterization. However the presence of the geometry shader became a significant bottleneck in our pipeline, and therefore we resorted to the fragment discarding described above.

### 3.4 Hole-Filling

Within the warping process, the texture target of the frame buffer object (FBO) is cleared as usual for each new frame. This also sets the value of the alpha channel to 0. If a fragment in the fragment shader is successfully shaded via the texture lookup, the alpha value becomes non-zero. When discarding a fragment, on the other hand, the alpha value remains unchanged. Based on this alpha value, the ray generation shader of the hole-filling pass can decide whether a ray for a certain pixel should be generated and traced or not.

The hole-filling process needs three different shaders that are predefined by the DXR API. A ray generation shader as the initial entry point to start the ray-tracing. A closest hit shader used for the actual hit point shading and a miss shader, in case no geometry is hit. There was no need for any custom intersection shader, so the standard DXR ray-triangle intersection shader is used together with the provided standard acceleration structure for the ray traversal and intersection stage. If the intersection shader reports a successful triangle hit, the same shading code as in the fragment shader of the light pass will be executed. The only difference is the calculation of the used texture MIP-level.

Unlike rasterization, where pixels are shaded within a \( 2 \times 2 \) pixel block and four differentials can be generated to compute an appropriate texture MIP-level, this cannot be done by a single ray. One solution is to use cone tracing [6]. Using the projected footprint of the cone, the texture MIP-level can also be calculated for a single hit point of a ray. A practical implementation of this technique is described by Akenine-Möller et al. [5]. The texture MIP-level \( \lambda \) is therefore determined by

\[
\lambda = \Delta_0 + 0.5 \log_2 \left( \frac{\alpha \| \mathbf{d}_{\text{hit}} \|}{\| \mathbf{n} \| \| \mathbf{d}_{\text{hit}} \|} \right),
\]

where \( \alpha \) is the spread angle, derived from the vertical field of view and the height of the viewport, \( \mathbf{d}_{\text{hit}} \) the vector from the camera center to the hit point, and \( \mathbf{n} \) is the normal at the hit point. If the distance increases, the footprint size also increases. If the angle between \( \mathbf{n} \) and \( \mathbf{d}_{\text{hit}} \), increases, i.e., a surface is viewed at an oblique angle, the footprint also increases. Together with the base texture MIP-level \( \Delta_0 \), which according to Ewins et al. [18] can be approximated by

\[
\Delta_0 = 0.5 \log_2 \left( \frac{\lambda_n}{p_{\text{sa}}} \right),
\]

using the double texel-space area \( \lambda_n \) and the double triangle area \( p_{\text{sa}} \), the correct texture MIP-level can be calculated for each ray hit. This approach allows for a comparable MIP-level selection as with rasterization (cf. Fig. 5).

When using our hole-filling approach, even large disoccluded regions containing previously hidden information, are correctly reconstructed (cf. Fig. 6).
3.5 Rasterization-based Hole-Filling

In addition to our hybrid reprojection approach, we wanted to compare the hole-filling performance of dedicated ray-tracing hardware against the GPUs rasterizer. We implemented therefore a second reprojection method. It performs the same base reprojection as the hybrid ray-tracing system, but remaining holes are not filled in by ray-tracing, but via rasterization and subsequent fragment shading (G-buffer and lighting pass). To keep the shading costs minimal, a stencil mask is used which covers only previously discarded pixels.

4 Performance Analysis

For our implementation, the open-source real-time research framework Falcor [9] (version 3.2.1) was used. Falcor supports the DirectX 12 API together with the D3D12 API extension for real-time ray-tracing. All shaders were implemented using Falcor’s integrated shading language Slang [22], a language extension for DirectX HLSL shaders. The performance measurements have been done in the four test scenes shown in Fig. 7 with the corresponding properties listed in Table 1. For our subdivision heuristic, we chose a θ of 1 minute of arc. In each test run, 1000 frames were captured during a fixed camera movement defined by a static camera path through the scenes. All tests were performed on a workstation with a 3.5 GHz AMD Ryzen Threadripper 1920X 12-Core processor with 16 GB RAM and a single NVIDIA GeForce RTX 2080 Ti with 8 GB video memory. All time measurements were done for HD (1920 × 1080) and 4K (3840 × 2160) per eye rendering resolutions.

4.1 Test Setup

Three rendering systems have been compared within our performance analysis. The naive stereo rendering implementation, using two full render passes, serves as a reference system and is referred to as Plain Stereo. The presented reprojection system with hybrid rasterization and adaptive real-time ray-tracing is called Repro RT, while the same system but with rasterization-based hole-filling is called Repro ReRaster. All three systems use CPU side frustum culling and GPU side backface culling.

4.2 Results

The measured frame times for all test scenes and resolutions are shown in Fig. 8. In all instances, the hybrid rendering system Repro RT achieves the best performance. Especially the result charts for 4K resolution show large differences to the Plain Stereo renderer. The Repro ReRaster system is also consistently faster than Plain Stereo, however only at 4K resolution. For HD, it struggles in some scenes to keep up with Plain Stereo, providing no speed up at all. The strong differences in the Repro ReRaster results for HD resolution can be attributed to the single-thread performance of our test system.

Repro ReRaster has the overhead of issuing all drawcalls twice, in addition to rendering the warping grid. Here, the ray dispatch call of the ray trace system has a clear advantage. This behavior can also be confirmed by looking at the achieved speed-up factors, which are listed in Table 2. Repro RT achieves the best speedup factors in all test cases. The numbers also clearly show that the achieved speed-ups for both reprojection systems increase with output resolution. This can be explained by the fact, that a higher percentage of screen pixels can be successfully reprojected than it would be the case for a lower resolutions. When put in perspective of constantly increasing display resolutions on new devices, reprojection algorithms will continue to play an important role in the future.

Furthermore, Fig. 9 (left and middle column) shows the GPU times of the individual render stages (exemplary for the Bistro Interior scene), without any CPU overhead. It can be seen that the depth buffer compute stage for the grid tessellation factor (Comp. tess.) contributes only to a very small part of the system’s rendering time. The average time for HD is 0.05 ms and for 4K 0.18 ms. It is also noticeable that the grid warping performance is very similar over the whole measured range, although the grid is continuously rendered with a varying number of triangles depending on the camera’s position and angle. On average, the grid tessellation and rendering time in all scenes for HD resolution is between 0.2 ms and 0.25 ms. For 4K, it is between 0.73 ms and 0.82 ms. The charts also show that even without the CPU overhead of issuing additional draw calls, Repro ReRaster’s hole-filling performance is worse when compared to Repro RT.

4.3 Discussion and Limitations

The results show very well that the hybrid rendering system is much faster than the naive reference stereo renderer. On average, the right image is synthesized for HD below 1 ms and for 4K within a maximum of 2 ms. Also, the Repro RT hole-filling technique performs better than Repro ReRaster, especially for higher resolutions. This emphasizes the advantages of individual per-pixel primary rays for the reshading of small screen portions, as opposed to full-screen rasterization.

As can be seen in the right column of Fig. 9, the performance of Repro RT depends mostly on the number of ray-traced pixels. Therefore, in a scenario with massive disocclusions, ray-tracing could lose its advantage over rasterization. However such a scenario is unlikely to be encountered, as our test scenes demonstrate. We explicitly chose the Bistro Interior scene due to its high depth complexity and disocclusion potential. The percentage of ray-traced pixels was on average 6 % with a maximum of 11.5 %.

The tested scenes contained only static geometry, which allowed...
Table 1: Test scene properties.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Triangles</th>
<th>Textures</th>
<th>Texture size</th>
<th>Lights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bistro In.</td>
<td>1,022,521</td>
<td>211</td>
<td>1 × 1 to 2048 × 2048</td>
<td>1 directional and 13 point</td>
</tr>
<tr>
<td>Bistro Ex.</td>
<td>2,832,120</td>
<td>405</td>
<td>1 × 1 to 2048 × 2048</td>
<td>1 directional</td>
</tr>
<tr>
<td>Bistro Night</td>
<td>3,845,871</td>
<td>607</td>
<td>1 × 1 to 2048 × 2048</td>
<td>1 directional and 31 point</td>
</tr>
<tr>
<td>Temple</td>
<td>606,376</td>
<td>148</td>
<td>512 × 512 to 2048 × 2048</td>
<td>1 directional and 13 point</td>
</tr>
</tbody>
</table>

Table 2: Total frame time in ms for each rendering system, measured over 1000 frames. The speedup factors are in comparison to the Plain Stereo renderer.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Scene</th>
<th>Renderer</th>
<th>Total time [ms]</th>
<th>Speedup factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD</td>
<td>Bistro In.</td>
<td>Plain Stereo</td>
<td>3,074</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>2,778</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>2,404</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>Bistro Ex.</td>
<td>Plain Stereo</td>
<td>5,485</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>5,878</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>3,779</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Bistro Night</td>
<td>Plain Stereo</td>
<td>7,602</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>7,989</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>5,250</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Temple</td>
<td>Plain Stereo</td>
<td>3,747</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>2,912</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>2,585</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>Bistro In.</td>
<td>Plain Stereo</td>
<td>11,675</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>8,700</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>8,297</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>Bistro Ex.</td>
<td>Plain Stereo</td>
<td>12,901</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>9,719</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>8,638</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>Bistro Night</td>
<td>Plain Stereo</td>
<td>18,989</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>13,777</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>12,215</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>Temple</td>
<td>Plain Stereo</td>
<td>14,598</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro ReRaster</td>
<td>10,392</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Repro RT</td>
<td>9,409</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Figure 7: These figures show the used test scenes. Three test scenes were created out of the Amazon Lumberyard Bistro asset [7] and one scene out of the UE4 Sun Temple asset [17].

5 Conclusion and Future Work

This paper describes a hybrid reprojection-based rasterization rendering system with adaptive ray-tracing for accelerating stereoscopic rendering. The speed up is achieved by reprojecting the first half of the stereo image pair into the second view using a warped 3D grid mesh. A binocular parallax heuristic is used to adaptively refine the grid mesh via hardware tessellation to avoid distortions during the warping process, while minimizing the number of subdivisions. Fragments associated with occlusion-based reprojection errors are identified and correctly reshaded via hardware accelerated ray-tracing.

As a limitation, it has to be stated that our reprojection system does currently not support warping and hole-filling of semi-transparent geometry. In addition, the reprojection does not produce correct specular reflections as we reproject pixel values under the assumption of a Lambertian surface. To a certain extent, this leads to a reduction in highlight disparity for very sharp or close reflections [35].
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Figure 8: Frame times of all rendering systems for all four test scenes measured for HD and 4K.

Figure 9: GPU times for individual render stages measured in the Bistro Interior scene (left and middle) and the isolated performance measurements for each hole-filling pass (right).
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