Detection Thresholds with Joint Horizontal and Vertical Gains in Redirected Jumping
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ABSTRACT

Redirected jumping (RDJ) is a locomotion technique that allows users to explore a virtual space that is larger than the available physical space by imperceptibly manipulating users’ virtual viewpoints according to different gains. In previous redirected jumping work, different types of gains were imposed separately, without considering the possible interaction effects of horizontal and vertical gains on the jumping distance perception. To figure out how humans perceive distance manipulation when more than one gain is used, in this paper, we explored joint horizontal and vertical gains that manipulate horizontal and vertical distances at the same time during two-legged takeoff jumping in the virtual space. We estimated and analyzed horizontal and vertical detection thresholds by conducting a user study, fitting the data to two-dimensional psychometric functions, and visualizing the fitted 3D plots. We provided quantitative insights into the effects of joint gains on detection thresholds, where the imperceptible range for one gain can be affected by the variation of the other gain. Finally, we designed redirected jumping-based games as applications with joint horizontal and vertical gains and demonstrated the effectiveness of the redirected jumping technique.

Index Terms: Human-centered computing—Human computer interaction (HCI)—Interaction paradigms—Virtual reality

1 INTRODUCTION

High-fidelity and free movements in virtual environments (VEs) are essential for many virtual reality (VR) applications, such as virtual sports and scene navigation. However, due to the limited size of the physical tracking space, travelling in the virtual space is always highly constrained to avoid hitting physical boundaries or obstacles. Therefore, effective locomotion techniques such as walking-in-place [20,26,27], teleportation [2,3,14], omnidirectional treadmills [8] and redirected walking (RDW) [14,21,24] were proposed to offer a better VR experience. Among these locomotion techniques, RDW provides users with a more intuitive and natural feeling of walking, which can greatly improve the sense of presence [25] and help users perform better in VR tasks [22]. The mechanism of most RDW methods is to manipulate users’ virtual viewpoint by scaling the translation or rotation movement when they are walking in the VE, where the scaling factor is commonly called gain. Because the quality of the virtual experience is highly dependent on whether the rotation, translation, curvature, or bending gains [19] are imperceptible, a large number of studies on detection thresholds have been conducted in the VR community [12,13,16,24,28].

Recently, a new locomotion technique called redirected jumping (RDJ) that adjusts the virtual jumping properties, was proposed and investigated [6,7]. When using this technique, users’ virtual viewpoints are manipulated compared to their real-world movements according to the applied gains, including horizontal gains (scaling the jumping distance horizontally), vertical gains (scaling the jumping height vertically), rotation gains (scaling the jumping rotation angle) and curvature gains (rotating the jumping direction when jumping forward) [9] during the jumping process.

However, most previous work measured such RDJ detection thresholds individually, without considering the potential effect of combined gains on detection thresholds. Improving our understanding of potential effects that influence the gain thresholds will enable effective settings of RDJ-based applications.

In this paper, we estimated detection thresholds with simultaneous horizontal and vertical gains in redirected jumping. Specifically, we conducted a user study with novel experiment settings with joint horizontal and vertical gains on two-legged takeoff forward jumps. To determine the horizontal and vertical detection thresholds, we collected pseudo-two-alternative forced-choice (pseudo-2AFC) responses from subjects and used such data to fit two-dimensional psychometric functions. With our experiment, we were able to estimate and model the detection thresholds as 2D continuous curves rather than discrete points that were used in previous work. We applied our findings in VR games, and demonstrated the effectiveness of the RDJ-based locomotion technique.
2 RELATED WORK

2.1 Redirected Walking

Due to the fact that the physical tracking space is often limited, it is often impossible to walk freely in large VEs. Therefore, many locomotion techniques such as teleportation [2, 3, 14], walking-in-place techniques [20, 26, 27] and RDW [14, 21, 24] are used to reduce the required physical space. Among them, RDW can offer a more natural moving experience than others because walking is the most frequent locomotion way in our daily life. When the user is walking in the VE, the RDW technique manipulates his/her point of view (PoV) by using rotation, translation, curvature [24] or bending manipulations [13], which are called gains. For example, the translation gain \( g_T \) can be defined as \( g_T = \frac{d_{\text{virtual}}}{d_{\text{real}}} \), where \( d_{\text{virtual}} \) stands for the translation distance in the VE and \( d_{\text{real}} \) represents the translation distance in the real world.

Besides creating virtual walking experiences on the flat ground, some RDW-based extensions were proposed. Marchal et al. [15] manipulated the viewpoint to make users feel like walking up and down in the VE, but actually, they were walking on the flat ground in the real world. Yamamoto et al. [30] built a VR system that applies pitch and roll re-orientation while virtual walking. Nagao et al. [17] proposed an interactive system using passive haptic feedback to make users feel as if they were ascending or descending stairs. RDW is also useful in telepresence systems. Zhang et al. [32] built a video-based 360° telepresence system using the RDW technique to change the motion mapping between the local environment and the remote environment, then measured imperceptible translation and rotation gain thresholds with user studies based on pseudo-2AFC tasks.

2.2 Redirected Jumping

Besides walking, bipedal jumping is also a common motion in our daily life. Sometimes it is more efficient than walking and can provide a more effective exploration of the VE [1, 29]. Through jumping, users can have access to various special experiences like ski jumping on an indoor apparatus [31], gravity reduced jumping on Lunar or Martian surfaces by using a cable-driven system [11], or even skydiving by using a Virtual Super-Leaping system [23].

Jumping is also important in redirection techniques. Hayashi et al. [7] proposed the RDJ concept and estimated detection thresholds of horizontal, vertical, and rotation gains with user studies. Results showed that the imperceptible gain for horizontal translation ranges from 0.68 to 1.44 and that for vertical translation is between 0.09 and 2.16. Jung et al. [9] measured the detection thresholds of curvature gains in RDJ. Both of these two studies showed that RDJ has a larger imperceptible gain range than RDW, which indicates that RDJ techniques can support VR experience in a larger virtual space. For RDJ applications, Havlík et al. [6] built a virtual factory scene where users can jump between moving platforms with an RDJ technique. A translation gain \( g_T = 2.0 \) was used for RDJ, which helped achieve a 30% reduction of physical tracking space without introducing discomfort to users. Matsumoto et al. [16] extended redirected vertical movements in jumping to redirected stretching and crouching movements while standing, and demonstrated that redirection techniques could imperceptibly manipulate the vertical movement both in VE and telepresence drone environment.

2.3 Effect Analysis on Detection Thresholds

Some previous work analyzed probable factors that affect the detection thresholds. It was revealed that under different conditions, detection thresholds can be different. Kruse et al. [12] studied the impact of the visibility of virtual feet and visual richness of VE on detection thresholds for translation gains in RDW. Their results showed that the visual richness has a larger impact than the visibility of feet representation on perceptual sensitivity of gains. Neth et al. [18] measured the detection thresholds of curvature gain under different walking velocities, and found that it was significantly easier for users to perceive the curvature manipulation when walking at a higher speed. Williams and Peck [28] conducted studies to estimate the rotation gain thresholds under different camera field-of-views (FoVs), gender, and distractor conditions and found significant differences between FoVs. There were also significant differences between genders when the FOV was equal to 110°. Besides, there was a wider range of detection thresholds for male participants with a 110° FOV.

Grechkin et al. [5] investigated whether different translation gains can influence the user perception of curvature gain in RDW. According to their experiment results, there was no evidence supporting the hypothesis that curvature gain detection thresholds were affected by different translation gains. To the best of our knowledge, we are the first to analyze the joint horizontal and vertical gains in RDJ.

3 REDIRECTED JUMPING WITH JOINT HORIZONTAL AND VERTICAL GAINS

In our experiments, users performed two-legged takeoff forward jumps, with horizontal and vertical jumping distances jointly manipulated by imposed gains in the VE. In this section, we introduce how the jumping distance was manipulated, the jumping state detection, as well as the overview of our experiments.

3.1 Jumping Detection

The manipulation of jumping distance is based on jumping state detection, with the assistance of the HMD, hand controllers and three trackers bound to the waist and feet to track real-time poses (see Figure 1). We adopted the jumping state detection algorithm from previous RDJ work [7, 9] that divided the jumping process into standing, ready, ascending, descending and landing states, see Figure 2. The manipulated horizontal and vertical gains were applied when the user was in ascending and descending phases. For more details of each jumping state, please refer to [7].

3.2 Jumping Distance Manipulation

Among various locomotion techniques, RDJ is now becoming a research hot spot. This technique was first proposed by Hayashi et al. [7] with the detection thresholds for horizontal, vertical and rotation gains of two-legged takeoff jumping measured by user studies. Following the definition from their paper, we let \( d_{\text{virtual}}^h \), \( d_{\text{virtual}}^v \) represent the horizontal jumping distance in the VE and \( d_{\text{real}}^h \), \( d_{\text{real}}^v \) indicate the real horizontal jumping distance in the physical world, and the horizontal gain \( g_h \) is defined as:

\[
g_h = \frac{d_{\text{virtual}}^h}{d_{\text{real}}^h}. \tag{1}
\]

The vertical gain \( g_v \) is similarly defined, given \( d_{\text{virtual}}^v \) representing the vertical jumping distance in the VE and \( d_{\text{real}}^v \) representing the vertical jumping distance in the physical world:

\[
g_v = \frac{d_{\text{virtual}}^v}{d_{\text{real}}^v}. \tag{2}
\]

Figure 2: State division of forward jumping. Ghosting effects indicate the forward jumping motions. The manipulation of jumping distance is applied during the ascending and descending states.
The RDJ system was implemented in Unity3D (ver. 2019.4.8f1) physical tracking space. An HTC Vive Pro headset tracked hand-held controllers were used to allow the participant to make choices in 2AFC tasks. Three trackers bound to the participant’s waist and feet, together with the HMD and controllers, tracked the corresponding positions for jumping state detection. The tracked positions were visualized in real time as spheres in the VE. Major disturbances in the physical world such as environment noise were avoided during the experiment. Participants’ safety was guaranteed by an experimenter so that he/she would not encounter danger in the real world.

The RDJ system was implemented in Unity3D (ver. 2019.4.8f1) with SteamVR and ran on a PC with Intel Core i7-7900KF 3.60GHz CPU, 32GB RAM and NVIDIA GeForce RTX 2080 Ti GPU. The POLYGON - CITY PACK virtual scene from Unity Asset Store was used as the VE. The virtual jumping position in the VE was chosen
After welcoming the participants into the lab, we introduced the visual cues to infer the jumping distance. Viewpoint equal to or higher than the cube’s height. After landing for jumping were shown on the ground. A translucent cube was applied simultaneously, we define the \( Q1 \) based on previous studies, when horizontal or vertical manipulations by comparing adjacent trials.

Before each session, a pre-SSQ questionnaire \([10]\) was filled out. We then helped the participant put on the devices and taught them how to use the controllers. A calibration stage recorded the positions of participants’ heads, waists, and feet on a natural standing pose for jumping state detection. To better grasp the feeling of jumping with horizontal or vertical gains, in each repetition, the participant started with 8 training trials with known gains \( g_h \) and \( g_v \) and practiced answering questions with controllers. In the first 4 trials, \( g_h = \{1, 0.5, 1, 1.5\} \) and \( g_v = 1 \); in the last 4 trials, \( g_h = 1 \) and \( g_v = \{1, 0.333, 1, 3\} \). Intuitively, such a setting helped the participant perceive horizontal or vertical manipulations by comparing adjacent trials. In order to prevent the participant from remembering a fixed reference for distance estimation, each time entering the virtual scene, the participant’s start position was horizontally randomized within a \( 2m \times 2m \). For each trial, the start and target indicators for jumping were shown on the ground. A translucent cube was located in the air, 0.1 m higher than the calibrated HMD height, as a height indicator. Its color turned from blue to red once the viewpoint reached the cube’s height. The participant was asked to jump from the start point and land at the target point, with his/her highest viewpoint equal to or higher than the cube’s height. After landing on the ground, a UI appeared with question \( Q1 \) or \( Q2 \) which was answered using controllers. The scene then temporarily disappeared, leaving only the start indicator on the ground to guide the participant to return to the physical jumping position for the next trial.

Once the training trials were completed, the participant took formal trials of the current repetition. Different from previous training trials, jumping indicators in formal trials disappeared, but the participant was still asked to jump the same distance as in the training phase. Figure 4 illustrates the process of a jumping trial in the first-person view. One after the other, in a session were finished, the participant filled out a post-SSQ questionnaire, then left the lab and would come back in the next day to complete further sessions until all sessions finished. Each session of trials took about one and a half hours including the resting time. In total, each participant spent about four and a half hours, which we compensated with a voucher.

### 5.3 Procedure

After welcoming the participants into the lab, we introduced the goal, and process of the experiment to them. Each participant read and signed an informed consent form with a clear indication of the required health condition, then filled in a short demographic survey with their basic information.

Before each session, a pre-SSQ questionnaire \([10]\) was filled out. We then helped the participant put on the devices and taught them how to use the controllers. A calibration stage recorded the positions of participants’ heads, waists, and feet on a natural standing pose for jumping state detection. To better grasp the feeling of jumping with horizontal or vertical gains, in each repetition, the participant started with 8 training trials with known gains \( g_h \) and \( g_v \) and practiced answering questions with controllers. In the first 4 trials, \( g_h = \{1, 0.5, 1, 1.5\} \) and \( g_v = 1 \); in the last 4 trials, \( g_h = 1 \) and \( g_v = \{1, 0.333, 1, 3\} \). Intuitively, such a setting helped the participant perceive horizontal or vertical manipulations by comparing adjacent trials. In order to prevent the participant from remembering a fixed reference for distance estimation, each time entering the virtual scene, the participant’s start position was horizontally randomized within a \( 2m \times 2m \). For each trial, the start and target indicators for jumping were shown on the ground. A translucent cube was located in the air, 0.1 m higher than the calibrated HMD height, as a height indicator. Its color turned from blue to red once the viewpoint reached the cube’s height. The participant was asked to jump from the start point and land at the target point, with his/her highest viewpoint equal to or higher than the cube’s height. After landing on the ground, a UI appeared with question \( Q1 \) or \( Q2 \) which was answered using controllers. The scene then temporarily disappeared, leaving only the start indicator on the ground to guide the participant to return to the physical jumping position for the next trial.

Once the training trials were completed, the participant took formal trials of the current repetition. Different from previous training trials, jumping indicators in formal trials disappeared, but the participant was still asked to jump the same distance as in the training phase. Figure 4 illustrates the process of a jumping trial in the first-person view. One after the other, in a session were finished, the participant filled out a post-SSQ questionnaire, then left the lab and would come back in the next day to complete further sessions until all sessions finished. Each session of trials took about one and a half hours including the resting time. In total, each participant spent about four and a half hours, which we compensated with a voucher.

### 5.4 Results

#### 5.4.1 Detection Thresholds

Based on previous studies, when horizontal and vertical gains are applied simultaneously, we define the Lower Detection Threshold (LDT) to be the horizontal gain where 25% of the responses to \( Q1 \) were “Longer”. Similarly, we define the Point of Subjective Equality (PSE) to be the value of \( g_h \) when 50% of the responses were “Longer” and the Upper Detection Threshold (UDT) when 75% of the responses were “Longer”. Vertical detection thresholds are similarly defined based on the probabilities of “Higher” responses to \( Q2 \).

In psychophysical experiments, the goal of study is to regress the parameters \( \Theta \) of some psychometric function \( F(X, \Theta) \) mapping stimulus values \( X \) to the range \([0, 1]\). Previous RDW and RDJ gain threshold estimation work \([7, 12, 24]\) fitted their collected pseudo-2AFC data with a one-dimensional psychometric function:

\[
F(X, \Theta) = \sigma(x \theta_1 + \theta_1 x), \tag{3}
\]

with \( x \) being the gain value and \( \sigma \) the logistic function commonly used in regression problems:

\[
\sigma(u) = \frac{1}{1 + e^{-u}}. \tag{4}
\]

In our problem, because we explored horizontal and vertical detection thresholds with response data collected at two dimensions (simultaneous horizontal and vertical gains), instead of estimating horizontal detection thresholds for discrete vertical gains (or vice versa), we proposed to use a generalization of the 1-D psychometric function to two variables \( x_1 \) and \( x_2 \) which models the contribution of each variable and their possible multiplicative interactions, written as:

\[
\tilde{F}(X, \Theta) = \sigma(x_0 + x_1 \theta_1 + x_2 \theta_2 + \theta_1 x_1 \theta_2 + \theta_2 x_2 \theta_1), \tag{5}
\]

where \( x_0, \theta_1, \theta_2, \theta_11, \theta_22 \) are constant function parameters \([4]\).

We used a simple version of Equation 5 to regress function parameters \( \Theta_{\text{Longer}} \) for the probability of responding “Longer” to \( Q1 \), and \( \Theta_{\text{Higher}} \) for the probability of responding “Higher” to \( Q2 \):

\[
\hat{F}(X, \Theta) = \sigma(x_0 + x_1 \theta_1 + x_2 \theta_2 + \theta_1 x_1 \theta_2), \tag{6}
\]

with \( x_1 \) being the horizontal gain, and \( x_2 \) the vertical gain. Compared to Equation 5, Equation 6 omitted the diagonal terms. This is because the coefficients of determination \( R^2 \) of Equation 5 (\( \Theta_{\text{Longer}}: 0.9567, \Theta_{\text{Longer}}: 0.9681 \) and Equation 6 (\( \Theta_{\text{Longer}}: 0.9523, \Theta_{\text{Longer}}: 0.9487 \)) were very close when we fitted our collected pseudo-2AFC data, meanwhile Equation 6 involved less function parameters than Equation 5.

Figure 5 shows the pooled responses “Longer” to \( Q1 \) or “Higher” to \( Q2 \) at the same horizontal and vertical gain levels, and the fitted two-dimensional psychometric functions of horizontal and vertical responses (3D plots). Regressed function parameters are given in Table 1.

Viewing Figure 5 from the top, we plotted 2D figures (with clipped values between 25% and 75%) to illustrate the probability values within the detection thresholds, and highlighted curves that represent the LDTs, the PSEs and the UDTs, see Figure 6 (Left and Middle). Compared to one-dimensional psychometric function fitting which represented detection thresholds as discrete points, our estimated horizontal detection thresholds were continuous curves along the horizontal gain axis, while the vertical detection thresholds were curves along the horizontal gain axis.

We reported the Region of Interest (ROI), a 2D region bounded by the horizontal and vertical LDT/UDT curves (denoted as \( LDT_h, LDT_v, UDT_h, UDT_v \), respectively). Similar to the imperceptible range estimated by 1-D detection thresholds \([7, 16]\), gain values inside the ROI were expected to be imperceptible. As an illustration, we computed several representative gain values at the intersection points (denoted as \( P(LDT_h, LDT_v), P(LDT_h, UDT_v), P(UDT_h, LDT_v) \) and \( P(UDT_h, UDT_v) \)) along ROI boundaries, as shown in Figure 6. For example, the gains at the intersection point
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with his/her own responses and conducted significance tests based on the estimated individual detection threshold values. The data of participants was considered to have a bad fit and removed from the analysis if it was unable to fit the two-dimensional psychometric function with the coefficient of determination $R^2$ greater than 0.5. Kolmogorov-Smirnov tests and the inspection of Q-Q Plots revealed that the data was normally distributed. A paired t-test revealed a significant difference of horizontal gains between $P(LDT_h, LDT_v)$ and $P(LDT_h, UDT_v)$ ($p = .011$), and a significant difference of vertical gains between $P(LDT_h, LDT_v)$ and $P(UDT_h, LDT_v)$ ($p < .001$).

5.4.2 Simulator sickness

The SSQ total severity (TS) score averaged over all participants was significantly higher after the experiment ($p_{session} = .003$, $p_{session1} = .001$, $p_{session2} = .002$).

The results showed that with a novel experiment setting and two-dimensional psychometric function regression, the horizontal and vertical detection thresholds could be estimated and modeled as 2D curves. By setting the vertical gain $g_v = 1.0$, the horizontal detection thresholds could be calculated as 0.70 for LDT, 1.03 for PSE and 1.35 for UDT, which were very close to the thresholds 0.68, 1.01 and 1.44 estimated by Hayashi et al. [7]. Once we finished setting the horizontal gain $g_h = 1.0$, we observed vertical detection thresholds of 0.38 for LDT, 1.48 for PSE and 2.57 for UDT. Compared to the vertical thresholds 0.09, 1.12 and 2.16 by Hayashi et al. [7], our vertical detection thresholds were slightly different. A possible reason for this was that the participants performed forward jumps in our experiment, while in Hayashi et al.’s study, the participants performed vertical jumps.

From the 2D detection threshold curves in Figure 6, we observed increased imperceptible horizontal gain ranges when increasing the vertical gain value, and increased imperceptible vertical gain ranges when increasing the horizontal gain value. This was statistically supported by the aforementioned significance tests on detection thresholds at intersection points of detection threshold curves. However, we did not find significant horizontal detection threshold changes along $UDT_h$ or vertical detection threshold changes along $LDT_v$ within the ROI. This indicated that when combined horizontal and vertical gains were used, the perceptual sensitivity to LDT for one gain can be affected by the other gain. More specifically, the increasing $g_h$ caused a significantly lower $LDT_v$ and the increasing $g_v$ led to a significantly lower $LDT_h$.

At intersection point $P(U DT_h, LDT_v)$, the vertical gain value was negative ($-0.051$). We clarify that this was because the nearby gains to $P(U DT_h, LDT_v)$ were $g_h = 1.25$ and $g_v = 0.333$ and $g_h = 1.5 g_v =
As aforementioned, we would like to simultaneously apply horizon-
tal and vertical gains without being perceived by users. We used a between-group
design that divided the participants into 3 groups \{GL, G1, G2\}, and
each group experienced both of the two games with a pair of horizontal and vertical gains. We chose the between-group design because each participant performed a sequence of jumps using fixed horizontal and vertical gains in each game. Since each participant experienced the same game with different gains, they could easily compare and distinguish the jumping distances. Based on our findings in detection thresholds, we selected a pair of horizontal and vertical gains \(g_{h,v}^U = (1.4, 2.0)\) within and near the vertical thresholds. On the other hand, this indicates that with an increased horizontal gain, the LDT of vertical gain is getting harder to be distinguished.

### 6 Application

Based on our findings, we developed two proof-of-concept VR games *BoxJumper* and *MarioMe* demonstrating the RDJ technique. The aim was to verify if the joint horizontal and vertical gains within the estimated thresholds could enhance or weaken the user’s virtual jumping without catching his/her notice, and to explore the potential use of RDJ in virtual locomotion and rehabilitation.

#### 6.1 Game Design

Both of the two games were based on the two-legged takeoff jump motion. The player controlled his/her virtual body with redirected jumping locomotion. A simple avatar was used, with the tracked joints represented as spheres.

**BoxJumper**: a game developed in a virtual farm scene (the POLYGON - FARM PACK Unity asset). The player starts the game standing on a virtual cubic wooden box (length of 0.5m). In front of the current box is another box; the centers of the two boxes are horizontally 0.8m apart. The player’s goal is to perform two-legged takeoff forward jumps and land on the center of the top surface of the next box. With a forward jump, if the player successfully lands on the next box (whether on the center or not), a box then appears with the same gap distance for the next jump. Otherwise, the player would come back for a retry. The player would complete the game after 8 successful forward jumps (4 sequential jumps \(\times 2\)), see Figure 7 (Left). This game is designed to make the player focus more on his/her horizontal jumps.

**MarioMe**: a game developed upon the POLYGON - DUNGEONS PACK Unity asset. In the virtual scene, the player starts the game in a palace. By performing a two-legged takeoff forward jump with his/her head hitting a virtual treasure chest in the air (the nearest face of the chest is 0.3 m away from the player’s head, and the bottom face of the chest is 0.2 m higher than the player’s head), the player could collect a coin. After each successful hit, a new chest for the next jump would appear based on the player’s current location. If the player fails to hit the chest with a forward jump, he/she would have to return to the previous location for a retry. The player would win the game by successfully collecting all 8 coins (4 sequential jumps \(\times 2\)), see Figure 7 (Right). It is designed that the user pays more attention to vertical jumps so as to successfully hit the chests.

#### 6.2 Experimental Design

As aforementioned, we would like to simultaneously apply horizontal and vertical gains that modify the horizontal/vertical jumping distances without being perceived by users. We used a between-group design that divided the participants into 3 groups \(\{GL, G1, G2\}\), and each group experienced both of the two games with a pair of horizontal and vertical gains. We chose the between-group design because each participant performed a sequence of jumps using fixed horizontal and vertical gains in each game. Since each participant experienced the same game with different gains, they could easily compare and distinguish the jumping distances. Based on our findings in detection thresholds, we selected a pair of horizontal and vertical gains \(g_{h,v}^U = (0.8, 0.8)\) within and near the vertical thresholds. On the other hand, this indicates that with an increased horizontal gain, the LDT of vertical gain is getting harder to be distinguished.

#### 6.3 Participants

30 participants were recruited to play the games, and were randomly divided into groups \(G_U\) (8M/2F, mean age = 22.40, \(SD = 1.51\), mean height = 174.90 [cm], \(SD = 8.61\) [cm]), \(G_I\) (8M/2F, mean age = 23.00, \(SD = 1.25\), mean height = 174.10 [cm], \(SD = 8.12\) [cm]), and \(G_U\) (8M/2F, mean age = 22.60, \(SD = 1.27\), mean height = 172.60 [cm], \(SD = 7.88\) [cm]). The participants in \(G_U\), \(G_I\) or \(G_U\) played the games with gains \(g_{h,v}^L, g_{h,v}^I\), or \(g_{h,v}^U\) respectively.

#### 6.4 Procedure

The gaming experience took place in a lab with a 6m \(\times 3m\) tracking area (height: 2.7m). The equipment was the same as the previous user study. In each group, the participant played *BoxJumper* and *MarioMe* in random order. In each game, the participant completed 8 two-legged forward jumps to complete corresponding tasks. There was no strict time limit to complete the jumps, and the participant was allowed to take a short adjustment of a few seconds between neighboring jumps. After finishing *BoxJumper*, the participant responded to \(Q1\), and once he/she completed *MarioMe*, \(Q2\) was replied. There was a 2-minute break between the two games.
Table 3: Averaging physical jumping distances and standard deviation values (in meters) in games BoxJumper and MarioMe, among testing groups G\text{H}, G\text{V}, and G\text{IH}.

<table>
<thead>
<tr>
<th>Game</th>
<th>G\text{H}</th>
<th>G\text{V}</th>
<th>G\text{IH}</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoxJumper (horizontal)</td>
<td>0.775 ± 0.115</td>
<td>0.681 ± 0.075</td>
<td>0.550 ± 0.190</td>
</tr>
<tr>
<td>MarioMe (vertical)</td>
<td>0.290 ± 0.039</td>
<td>0.253 ± 0.038</td>
<td>0.133 ± 0.019</td>
</tr>
</tbody>
</table>

6.5 Results

The probabilities of “Longer” replies to Q1 for the game BoxJumper among groups G\text{H}, G\text{V} and G\text{IH} were 0.5, 0.4 and 0.6, respectively. The probabilities of “Higher” replies to Q2 for the game MarioMe were 0.5, 0.6 and 0.6, respectively. Because we sampled gain values within the detection thresholds, it was expected that the ratios of “Longer” responses to Q1 or “Higher” responses to Q2 were between 25% and 75%. Although a small number of responses were collected, we can observe that the responses of horizontal and vertical jumping distances were all within the expected range and around 50%.

Table 3 shows the average horizontal jumping distances for the game BoxJumper and the average vertical jumping distances for the game MarioMe as well as the standard deviation values. For the game BoxJumper, pairwise comparisons using independent t-test supported significantly different average values of horizontal jumping distances between G\text{H} and G\text{V} (t(18) = 2.156, p = 0.044), between G\text{H} and G\text{IH} (t(18) = 4.331, p < .001), and between G\text{V} and G\text{IH} (t(13.401) = 5.510, p < .001). For the game MarioMe, pairwise comparisons revealed significantly different average values of vertical jumping distances between G\text{H} and G\text{V} (t(18) = 2.184, p = .042), between G\text{H} and G\text{IH} (t(18) = 8.909, p < .001), and between G\text{V} and G\text{IH} (t(18) = 11.396, p < .001).

6.6 Application Summary

In the VR games where the RDJ technique was applied, the participants navigated the virtual scene and performed jumping to complete tasks in the game. By setting the horizontal and vertical gains within detection thresholds, it was proven difficult for the users to tell whether the jumping distances were manipulated. Meanwhile, the imposed gains indeed affected the user’s physical performance. When the gain g_{h,v} = (1.4, 2.0) was tested, the average horizontal jumping distances in the real world were significantly smaller than those from the control group g_{h,v} = (1.0, 1.0). This adds significant weight to the idea that the RDJ technique enabled the user to explore a larger virtual space. On the other hand, under the condition g_{h,v} = (0.8, 0.8) near the LDTs, the average physical jumping distances were significantly larger than those from the control group. This supported our previous findings that with small horizontal and vertical gains, RDJ has the potential to be used for exercise or rehabilitation to encourage the user to jump further or higher.

7 Discussion

Our measurement study computed the ROI formed by the detection threshold curves, where the imperceptible gain values can be chosen. As shown in Figure 6 of the measurement study, with increasing g_{h}, a larger horizontal UDT and a smaller horizontal LDT could be observed. One possible reason could be that most participants considered the ground or virtual objects on the ground as references. The higher they jumped, the smaller the objects they would perceive, which made them feel the horizontal movement not as obvious. Therefore, we can reduce the required physical tracking space for VR experience without users’ perception by slightly increasing the vertical gain. We also observed that as g_{h} increased, the vertical LDT became smaller. This was probably due to the fact that once the participants jumped further, they expected to jump higher as well, but the content they saw along the vertical direction did not change as much. We observed significantly increased simulator sickness after each session. According to the observation and user comments, most of the increase was due to sweating and fatigue, suggesting that ways to improve the comfort level of the RDJ experience requires further investigation.

Based on the results of the game applications, a significantly smaller horizontal jumping distance (-0.131 m) could be observed in G\text{IH} compared to that in G\text{V}, which confirmed that the RDJ technique under the condition in group G\text{IH} could effectively reduce the required physical tracking space. A similar conclusion could be drawn by comparing the physical jumping distance between G\text{IH} and G\text{V}, which provides potential insights into rehabilitation exercises.

As mentioned in [7], RDJ can be naturally combined with RDW to further reduce the physical tracking space. Hence, we encourage VR developers to design VR applications by inducing more jumping actions to minimize the required physical tracking space. Regarding jumping actions, in our experiments, we only tested the standard two-legged takeoff jumps, so the measured detection thresholds may not extend to other kinds of jumping actions such as one-legged takeoff or continuous jumps. We argue, however, that the two-legged takeoff jump is an important locomotion method in VR applications like sports games, thus worth studying.

8 Limitations

Our work has a few limitations. First, with simultaneous horizontal and vertical gain conditions, we explicitly measured the horizontal and vertical detection thresholds with a pseudo-2AFC design. One may suggest investigating comprehensive detection thresholds that do not explicitly split to horizontal or vertical ones. While we argue that an understanding of detection thresholds for horizontal or vertical gains is important, we agree that comprehensive detection thresholds would be valuable, and regard it as future work.

Second, we acknowledge that bias exists in our experiments. In the pseudo-2AFC task, users were forced to choose from the biased “Longer/Shorter” options, even when no gain was applied. Moreover, we observed that the actual jumping distances were getting smaller as the experiment went on, which could introduce bias inadvertently.

Third, the application results were preliminary. We developed two proof-to-concept VR games that used the RDJ technique for locomotion. However, under strict epidemic prevention rules, we only successfully invited a small number of participants with a biased gender. A thorough demonstration study would be our future work.

9 Conclusion

In this paper, we introduced joint horizontal and vertical gains in RDJ. By designing pseudo-2AFC tasks on horizontally and vertically manipulated jumping distances, we collected response data at various horizontal and vertical gain levels which were good fittings to two-dimensional psychometric functions. We reported horizontal and vertical detection thresholds in the form of continuous curves along the gain axis and computed an ROI formed by those thresholds. We also found that the imperceptible range for the horizontal gain could be affected by the value of the vertical gain, and vice versa, which is novel and would benefit future research. We developed two RDJ-based VR games where horizontal and vertical gains were applied respectively, and obtained preliminary results regarding the usability of combined horizontal and vertical gains. Future work would include removing estimation bias, investigating safety issues when using this technique in a quite limited tracking space or outdoor scenes, as well as exploring the possibilities to comprehensively and naturally combine the RDW and RDJ-based locomotion techniques.
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